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Counterexample-guided abstraction refinement (CEGAR) is a popular approach for automatically selecting
abstractions with high precision and low time costs. Existing works cast abstraction refinements as constraint-
solving problems. Due to the complexity of these problems, they cannot be scaled to large programs or
complex analyses. We propose a novel approach that applies graph neural networks to improve the scalability
of CEGAR for Datalog-based program analyses. By constructing graphs directly from the Datalog solver’s
calculations, our method then uses a neural network to score abstraction parameters based on the information
in these graphs. Then we reform the constraint problems such that the constraint solver ignores parameters
with low scores. This in turn reduces the solution space and the size of the constraint problems. Since our
graphs are directly constructed from Datalog computation without human effort, our approach can be applied
to a broad range of parametric static analyses implemented in Datalog. We evaluate our approach on a pointer
analysis and a typestate analysis and our approach can answer 2.83× and 1.5× as many queries as the baseline
approach on large programs for the pointer analysis and the typestate analysis, respectively.
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1 Introduction

Selecting appropriate abstractions for program analysis is a hard and critical problem. Coarse
abstractions tend to produce many false alarms, while fine abstractions may fail to scale to large
programs. However, existing works [Li et al. 2020; Smaragdakis et al. 2014; Yao et al. 2021] have
shown not all improvements in precision will increase time costs significantly. It is possible to
resolve more queries (i.e., assertions) without losing scalability. It is crucial to select abstractions
carefully so they balance precision and scalability.

Counterexample-guided abstraction refinement (CEGAR) [Clarke et al. 2000] is a class of query-
driven approaches for selecting abstractions wisely. CEGAR usually starts with a coarse abstraction
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to resolve given queries. If it fails to resolve any query, it will refine the abstraction by analyzing
counterexamples that hinder resolving failed queries. By refining certain abstraction parameters,
CEGAR usually leads to abstractions that are just fine enough to resolve the queries. Problems of
analyzing counterexamples and then refining abstractions are typically cast as constraint-solving
problems [McMillan 2003; Zhang et al. 2014]. While constraint solvers have made great strides in
recent years, it is still hard to scale them to problems that are produced by analyzing large programs
due to the complexities of constraint problems. Furthermore, CEGAR-based approach sometimes
may refine abstractions unnecessarily, as the constraint problems only encode why the current
abstraction does not work but cannot predict accurately how unseen abstractions would work.

To solve this problem, our key idea is that we can scale abstraction refinement using deep learning.
Deep learning has demonstrated its power to solve complex problems in many applications [Jumper
et al. 2021; Silver et al. 2016], including constraint solving [Lederman 2021; Zhang et al. 2020]. In our
case, our goal is not to simply offer a more scalable alternative to constraint solving but to be more
effective in finding good abstractions. However, to apply deep learning effectively, we face three
challenges. First, how do we apply deep learning to a large range of analyses without requiring
heavy engineering from analysis designers? Second, as mentioned above, simply solving constraint
problems may refine abstractions unnecessarily. How can we select abstraction refinements that are
truly useful for improving analysis precision? Third, in practice, we find that while learning-based
approaches are effective in pruning parts of abstraction parameters that do not need to be refined,
it is hard for them to identify exactly the parts that need to be refined. This is because multiple
parameters can be helpful for resolving a given query while refining just part of them may suffice.
However, since all these parameters are helpful, learning-based approaches tend to refine them all,
resulting in overly precise abstractions with higher time and space costs.
To address the first challenge, we target program analyses expressed in Datalog and propose a

general framework that translates abstraction refinement problems into classification problems
using neural networks. Datalog is a logic programming language that has been used widely in
recent years to express various program analyses [Bravenboer and Smaragdakis 2009; Madsen et al.
2016; Naik 2011]. Its declarative nature and powerful runtime allow analysis designers to focus on
analysis specifications without worrying much about implementation details. Furthermore, the
result of a Datalog-based analysis automatically forms a hypergraph. We propose an approach to
transform the hypergraph into a graph. Our graph neural network (GNN) then takes the graph and
filters out unhelpful parameters. The input features of our approach are directly extracted from
the derivation of the target analysis. This is different from existing learning-based abstractions
selection works [Jeon et al. 2019, 2020]. For example, Jeon et al. [2019] relies on hand-crafted
syntactic features and Jeon et al. [2020] relies on graphs designed by experts and a predefined
feature description language. Therefore, though their approaches achieve good performances in
pointer analysis, it can be hard to apply their approaches to other analyses. To show our generality,
we run our approach on a pointer analysis and a typestate analysis and the result shows that our
approach generalizes well among those two analyses.

To tackle the second challenge that constraint-solving approaches may refine unhelpful parame-
ters, we design an algorithm to filter out unhelpful parameters in the training data. Given refinement
traces of constraint-solving approaches, our algorithm iteratively checks whether each refined
parameter is truly useful for resolving queries. Then, our algorithm looks for helpful parameters
that are not selected in the given traces. By learning from processed traces, our neural network can
ignore most unhelpful parameters and focus more on helpful parameters.
For the third challenge that learning-based approaches cannot accurately select a proper set

of parameters, we use our neural network to filter out unhelpful parameters and then apply a
constraint solver to exactly identify the refinement. In this way, we combine the strengths of the
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Fig. 1. Workflow of our approach.

neural approach and the traditional constraint-solving approach, overcoming the neural network’s
tendency to select toomany parameters and the constraint-solving approach’s potential for selecting
unhelpful parameters. Since the neural network only affects the abstraction selection, as long as all
abstractions from the family are all sound (which is usually the case), soundness will be preserved.

We have instantiated our approach on a CEGAR framework for Datalog-based analyses proposed
by Zhang et al. [2014]. In this framework, the constraint solver is a partial weighted maximum

satisfiability (MaxSat) solver [Li andManyà 2021]. To demonstrate the effectiveness of our approach,
we have applied it to a context-sensitive, flow-insensitive pointer analysis and a context/flow-
sensitive typestate analysis. The experiment result shows that given the same timeout threshold,
our approach can answer 2.83× and 1.5× asmany queries as the baseline approach on large programs
for the pointer analysis and the typestate analysis, respectively.

In summary, our work makes the following contributions:
• We have proposed a general framework to scale abstraction refinements for Datalog-based
program analyses by leveraging graph neural networks.
• We have designed an algorithm to improve training data quality by identifying effective
refinements selected by existing traces and other unselected alternative effective refinements.
• We have implemented our framework and evaluated it using two analyses. The results show
that our approach effectively increases the number of resolved queries on large programs
where the baseline approach fails to scale.

2 Overview

Figure 1 presents the high-level workflow of our work, emphasizing the role of our graph neural
network. Our approach formulates the calculation (i.e., derivation graph) of a parametric static
analyzer asMaxSat constraints, incorporating costs of refining abstraction parameters and the
requirement to resolve queries. The graph neural network filters abstraction parameters to prune
the MaxSat problem, and the MaxSat solver determines the next abstraction to try for the
static analyzer by solving the MaxSat problem. The goal of our approach is to find one of the
(approximately) cheapest abstractions among abstractions that can resolve the most queries (see
§ 3.3).
We illustrate our approach by applying a pointer analysis to a small Java program shown in

Figure 2a. This program contains two classes implementing the interface Dog, named Corgi and
Teddy. The program creates an object for each class and passes them through identity methods.
The query is to determine what objects corgi3 may point to.

A pointer analysis typically calculates the set of objects that each pointer may point to throughout
the program’s execution. This is achieved by propagating points-to information through assign-
ments and argument passing. In this case, dog in id1 will be assigned with either corgi1 or teddy1.
Since corgi1 may point to a Corgi object and teddy1 may point to a Teddy object, the type of dog in
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1 public i n f e r f a c e Dog { void bark ( ) ; }
2 public c l a s s Corg i implements Dog { / ∗ . . . ∗ / }
3 public c l a s s Teddy implements Dog { / ∗ . . . ∗ / }
4 public Dog i d 1 ( Dog dog ) { return dog ; }
5 public Dog i d 2 ( Dog dog ) { return dog ; }
6 public s t a t i c void main ( S t r i n g a rg s [ ] ) {
7 Dog c o r g i 1 = new Corg i ( ) ;
8 Dog teddy1 = new Teddy ( ) ;
9 Dog c o r g i 2 = i d 1 ( c o r g i 1 ) ;
10 Dog teddy2 = i d 1 ( t eddy1 ) ;
11 Dog c o r g i 3 = i d 2 ( c o r g i 2 ) ;
12 c o r g i 3 . bark ( ) ; / / que ry q

13 }
(a) Example program.

MayPointTo (𝑢 , 𝑜𝑏 𝑗 ) : − MayPointTo ( 𝑣 , 𝑜𝑏 𝑗 ) , Assignment (𝑢 , 𝑣 ) .
Assignment ( 𝑣 , 𝑢 ) : − AssignmentCI ( 𝑣 , 𝑢 , 𝑖 ) , CI ( 𝑖 ) .
Assignment ( 𝑣 , 𝑢 ) : − AssignmentCS ( 𝑣 , 𝑢 , 𝑖 ) , CS ( 𝑖 ) .
. . .

(b) Datalog rules of a parametric pointer analysis.

MayPointTo ( 0 : main : co rg i 1 , Corg i ) .
MayPointTo ( 0 : main : teddy1 , Teddy ) .
Ass ignmentCI ( 0 : i d 1 : dog , 0 : main : co rg i 1 , 9 : i d 1 ) .
AssignmentCS ( 9 : i d 1 : dog , 0 : main : co rg i 1 , 9 : i d 1 ) .
Ass ignmentCI ( 0 : main : co rg i 2 , 0 : i d 1 : dog , 9 : i d 1 ) .
AssignmentCS ( 0 : main : co rg i 2 , 9 : i d 1 : dog , 9 : i d 1 ) .
Ass ignmentCI ( 0 : i d 1 : dog , 0 : main : teddy1 , 1 0 : i d 1 ) .
AssignmentCS ( 1 0 : i d 1 : dog , 0 : main : teddy1 , 1 0 : i d 1 ) .
. . .

(c) Input tuples extracted from the program.

CI ( 9 : i d 1 ) . CI ( 1 0 : i d 1 ) . CI ( 1 1 : i d 2 ) .

(d) Analysis parameters of the program.

Assignment ( 0 : i d 1 : dog , 0 : main : c o r g i 1 ) .
MayPointTo ( 0 : i d 1 : dog , Corg i ) .
Assignment ( 0 : i d 1 : dog , 0 : main : t eddy1 ) .
MayPointTo ( 0 : i d 1 : dog , Teddy ) .
Assignment ( 0 : main : co rg i 2 , 0 : i d 1 : dog ) .
MayPointTo ( 0 : main : co rg i 2 , Corg i ) .
MayPointTo ( 0 : main : co rg i 2 , Teddy ) .
Assignment ( 0 : i d 2 : dog , 0 : main : c o r g i 2 ) .
MayPointTo ( 0 : i d 2 : dog , Corg i ) .
MayPointTo ( 0 : i d 2 : dog , Teddy ) .
Assignment ( 0 : main : co rg i 3 , 0 : i d 2 : dog ) .
MayPointTo ( 0 : main : co rg i 3 , Corg i ) .
MayPointTo ( 0 : main : co rg i 3 , Teddy ) .
(e) Tuples derived under context-insensitivity.

MayPointTo
(0:main:corgi1,Corgi)

(𝑟11, 𝑟12, . . . , 𝑟1𝑛)

MayPointTo
(0:id1:dog,Corgi)

(𝑟11, 𝑟12, . . . , 𝑟1𝑛)

MayPointTo
(0:main:corgi2,Corgi)

(𝑟11, 𝑟12, . . . , 𝑟1𝑛)

Assignment
(0:id1:dog, corgi1)

(𝑟31, 𝑟32, . . . , 𝑟3𝑛)

Assignment
(corgi2, 0:id1:dog)

(𝑟31, 𝑟32, . . . , 𝑟3𝑛)
CI(10:id1)
(𝑟41, 𝑟42, . . . , 𝑟4𝑛)

(f) Embedding of part of Figure 2g.
MayPointTo

(0:main:corgi1,Corgi)
MayPointTo

(0:main:teddy1,Teddy)

MayPointTo
(0:id1:dog,Corgi)

MayPointTo
(0:main:corgi2,Corgi)

Assignment
(0:id1:dog, corgi1)

Assignment
(0:main:corgi2, 0:id1:dog)

MayPointTo
(0:id1:dog,Teddy)

MayPointTo
(0:main:corgi2,Teddy)

Assignment
(0:id1:dog, teddy1)

Assignment
(0:main:corgi2, 0:id1:dog)

CI(9:id1) CI(10:id1)

MayPointTo
(0:id2:dog,Corgi)

MayPointTo
(0:main:corgi3,Corgi)

Assignment
(0:id2:dog, corgi2)

Assignment
(0:main:corgi3, 0:id2:dog)

MayPointTo
(0:id2:dog,Teddy)

MayPointTo
(0:main:corgi3,Teddy)

Assignment
(0:id2:dog, corgi2)

Assignment
(0:main:corgi3, 0:id2:dog)

CI(11:id2)

(g) Part of the derivation graph of the example in Figure 2a.

Fig. 2. A motivating example.

id1 cannot be determined. This is how context-insensitive pointer analysis works. To make the anal-
ysis more precise, a context-sensitive pointer analysis is needed. One well-known context-sensitive
pointer analysis is k-CFA, it clones method bodies based on call sites [Shivers 1991] (equivalent to
replacing id1 at Line 9 with a functionally equivalent function named 9:id1), so it can distinguish
the dog variable in id1 called by Line 9 (denoted as 9:id1:dog) from the one called by Line 10
(denoted as 10:id1:dog). Therefore, pointer analysis can make sure that 9:id1:dog must only point
to the Corgi object. Analogously, corgi2 and corgi3 in the main function must only point to the
Corgi object. Finally, the analysis concludes that only the barkmethod of class Corgiwill be invoked
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at Line 12. Though context sensitivity improves the precision of pointer analysis, it increases the
time and space cost to run a pointer analysis. So for real-world programs, people only pick certain
parts of program components (such as call sites in k-CFA) to be context-sensitive to trade off time
and precision. In this example, analyzing the id1 at Line 9 or Line 10 in a context-sensitive way
can resolve the query, because it distinguishes the two Dog objects. Thus, refining id2 at Line 11 is
unnecessary.
We formalize the aforementioned may-point-to flows between variables in the Datalog rules

presented in Figure 2b, where 𝑘 of k-CFA can be either 0 or 1 for each call site (stands for context
insensitivity and context sensitivity, respectively). May-point-to flow is transformed into tuples
represented in Figure 2c and 2d. Certain rules related to context calculation, argument passing, and
method return values are omitted for clarity, and their results are denoted using AssignmentCI and
AssignmentCS. Variables are represented in the format context:method:variable to differentiate
variables with the same name in different contexts or methods. The first rule in Figure 2b propagates
the may-point-to relation along dataflows in the program. It means that if a variable v may point to
an object obj and there is a value flow (assignment, argument passing, and so on) from v to u, umay
also point to the object obj. The subsequent rules extract dataflows from argument passing and
return values of functions. AssignmentCI and AssignmentCS are calculated beforehand, representing
dataflows under context insensitivity and sensitivity, respectively. If a call site i is associated
with CI, related AssignmentCI tuples will be appended to the set of Assignment tuples, so that the
function call at i will be analyzed context-insensitively. Therefore, this analysis is parameterized in
a way that each call site is associated with either a CI or CS tuple, representing context insensitivity
and sensitivity. Those CI and CS tuples are called (abstract) parameter tuples, which stands for the
parameters of the analysis. Given a set of parameter tuples, the analyzer will compute all tuples
that can be derived from other tuples. For the parameter set shown in Figure 2d, the tuples derived
are shown in Figure 2g (AssignmentCI and AssignmentCS are ignored for simplicity). The derivation
forms a hypergraph where every hyperedge may have multiple heads. Every hyperedge stands for
a derivation relation, it starts from the condition(s) and points to the conclusion.
To avoid analyzing all call sites context-sensitively, which is impractical for most real-world

programs, our method effectively selects context sensitivity based on iterative counterexample-
guided abstraction refinement: We start with the coarsest abstraction that analyzes all method
calls context-insensitively, the Datalog solver computes tuples derived from input tuples and rules.
Then, in each iteration, the MaxSat solver will select a new abstraction according to current
counterexamples (paths to queries in the derivation graph). We then use the new abstraction to
analyze the program again. This process stops until all queries are resolved, the abstraction cannot
be further refined, or the time threshold is met. Since new abstractions are more precise than old
abstractions, the selection of new abstractions is named abstraction refinement. Figure 2g shows the
derivation of both MayPointTo(0:id1:dog,Corgi) and MayPointTo(0:id1:dog,Teddy). This indicates
that dog in id1 may point to either a Corgi or a Teddy object. Consequently, the query q is
irresolved under context-insensitivity.
Therefore, to analyze the program more precisely, we refine our abstraction by replacing some

CI tuples with their corresponding CS tuples. Because paths in a derivation graph represent the
derivation relation between tuples, to eliminate a query, we need to cut all paths to the query in the
derivation graphs by refining certain parameter tuples. For example, if CI(10:id1) is removed, the
path to Assignment(0:id1:dog, corgi1) will be cut off, and therefore MayPointTo(0:main:corgi3,

Corgi) will also be eliminated. Constraint solvers are usually used to find the smallest set of param-
eter tuples (which is CI here) that cuts off the paths of as many queries as possible. According to the
derivation graph shown in Figure 2g, the precision of q may be affected by all the parameter tuples.
However, this strategy does not guarantee the elimination of the query. Because we do not simply
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remove the parameter tuple but replace it with a more precise one. The new (refined) parameter
tuple may generate the query in another path. For example, although removing CI(11:id2) also
cuts off the path to MayPointTo(0:main:crogi3,Teddy), adding CS(11:id2) will create another path
to it. As a result, refining it will not resolve the query. But by only looking at the derivation graph,
as previous works [Zhang et al. 2014] do, theMaxSat solver cannot figure out unhelpful parameter
tuples. Therefore, even though theMaxSat solver can return one of the smallest sets of CI that cut
off all certain paths, that set may contain unhelpful parts, which makes abstraction refinement take
more iterations. Furthermore, due to unnecessary refinements, the analyzer may take more time
and space to analyze programs and the analysis may even become unscalable.

Refinement Space Pruning. Our approach utilizes a graph neural network to reduce the size
of MaxSat problems and guide theMaxSat solver in selecting more effective parameter tuples.
Unlike the aforementioned learning-based approaches, our approach does not rely on manual
feature engineering. Instead, our graph neural network takes the automatically extracted derivation
graph as input. It embeds nodes into real vectors based on their relations and neighborhoods (which
represent tuples that derive it and tuples it derives). Then, our approach uses a fully connected
neural network to transform these vectors into real values representing the usefulness of parameter
tuples. This enables us to prune unhelpful tuples and improve the analysis efficiency.
Our approach involves embedding nodes from derivation graphs into real vectors using a two-

step process. First, we map each node to initial feature vectors based on their relation names.
Then, we perform message passing to aggregate information from node neighborhoods and update
the feature vectors accordingly. This captures information about high-order neighbors. Next, the
feature vectors are passed through a two-layer fully connected neural network to generate scalar
scores for each parameter tuple. Unhelpful tuples are excluded based on their scores, improving
the efficiency of the refinement process. Overall, our approach effectively embeds nodes into real
vectors and prunes unhelpful parameter tuples, leading to accelerated solving of theMaxSat solver
and improved performance.
Learning. Since we aim to filter out unhelpful abstraction parameters, this problem can be

modeled as a binary classification problem. We run a conventional refinement algorithm [Zhang
et al. 2014] on small benchmarks and collect the derivation graphs and refinement traces that are
identified using a MaxSat solver. Then we run a data processing algorithm as described in § 4.4 to
mark helpful parameters as positive samples, while the remaining parameters are negative samples.

Concretely, our approach performs a backward iteration through the trace. For every refinement,
we first filter out unhelpful parameters that are refined in this refinement. Then we look for other
helpful parameters that are not refined and add them to the set of helpful parameters. In this
example, suppose the trace chooses to refine CI(11:id2) at the first refinement and refine CI(9:id1)
at the second refinement. We process the last refinement first. The second refinement in this
example refines the abstraction from 𝐴1 ={CS(11:id2)} to 𝐴2 ={CS(11:id2), CS(9:id1)} (CI tuples
are omitted for simplicity). Since𝐴1 cannot eliminate the query, we can conclude that the parameter
refined in this refinement (CS(9:id1)) is helpful. Then, we look for other helpful parameters that
are not refined. We achieve this goal by trying all other abstractions like {CS(11:id2), 𝑝}. Those
parameters 𝑝 that eliminate 𝑞 will also be marked as helpful. In this example, only CS(10:id1)

satisfies this condition. After processing this refinement, we add (𝐴1, {CS(9:id1), CS(10:id1)}) to
our training dataset, which means that our neural network should classify {CS(9:id1), CS(10:id1)}
as helpful given abstraction 𝐴1 as its input.1 Then we check the last but one refinement. Because
neither 𝐴0 ={} nor 𝐴1 ={CS(11:id2)} can eliminate the query, we cannot determine whether

1Since analyzers generate derivation graphs using the given abstractions, derivation graphs can be determined by abstractions.
Therefore, we denote abstractions as inputs for simplicity.
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CS(11:id2) is helpful (Some queries may only be eliminated by the coexistence of multiple parame-
ters. therefore, refining a parameter may not eliminate any query until some other parameters are
also refined.). To tackle this problem, helpful parameters in later refinements (CS(9:id1) in this
example) are added to current abstractions. By adding CS(9:id1) to 𝐴0 and 𝐴1, We get auxiliary
abstractions 𝐴′0 ={CS(9:id1)} and 𝐴′1 ={CS(9:id1),CS(11:id2)}. Since 𝐴′1 can eliminate the query
q, the helpfulness of CS(11:id2) can be determined by running the analysis with the abstraction
𝐴′0, as 𝐴

′
0 = 𝐴′1 \ {CS(11:id2)}. We run the analysis with 𝐴′0 and find out that {CS(9:id1)} is

enough to eliminate 𝑞, so we can safely mark parameters refined this refinement (CS(11:id2))
as unhelpful. Since no helpful parameter is refined in this refinement, we do not look for other
helpful parameters. According to properties of pointer analysis (for example, monotonicity), helpful
parameters in later refinements can be considered helpful for earlier refinements. Therefore, we
add {CS(9:id1), CS(10:id1)} to the set of helpful parameters of𝐴0. Finally, this refinement is added
to the dataset as (𝐴0, {CS(9:id1), CS(10:id1)}). After generating the dataset, we train our graph
neural network using the standard settings of binary classification.

3 Preliminaries

In this section, we introduce the necessary notations before introducing our approach. In particular,
we will define the syntax and semantics of Datalog(§ 3.1), parametric program analyses(§ 3.2), and
the cheapest abstraction problem(§ 3.3), which is the problem that we try to solve approximately.

3.1 Datalog Syntax and Semantics

Figure 3 shows the syntax and denotational semantics of Datalog, where ★ represents zero or
more occurrences of objects. Figure 3a shows the syntax. The topmost component is a program,
which comprises zero or more constraints. Every constraint has a head and a tail, representing its
conclusion and conditions, respectively. Head is a literal and tail is formed by zero or more literals.
Every literal is a relation name followed by arguments, which are either variables or constants.
Specially, tuples are literals whose arguments are all constants.
Figure 3b shows the denotational semantics. Every Datalog program 𝐶 outputs a set of tuples.

Datalog programs typically come with input tuples, but they can be encoded as constraints without
conditions. So we omit them for simplicity. Every constraint of the form 𝑙0 : −𝑙1, . . . , 𝑙𝑛 is interpreted
as a rule: for any substitution 𝜎 , if 𝜎 (𝑙1), . . . 𝜎 (𝑙𝑛) are all derived, 𝜎 (𝑙0) will be derived. For example,
rule A(x):-B(x,y),C(y) means that A(x) is derived if there exists at least one y such that B(x,y)
and C(y) are both derived. More specifically, if B(1,2) and C(2) are derived, then we can pick
𝜎 = [𝑥 → 1, 𝑦 → 2], so that 𝜎 (A(x)) = A(1) is derived. We here abuse the notation of 𝜎 so it can
apply to a literal and substitute all variables in the literal with constants. In particular, if a constraint
has no tail literal, we consider its head literal as derived. The denotation of a Datalog program 𝐶

is the least fixpoint of denotations of its constraints. It is known that the denotation of a Datalog
program is monotonic: if 𝐶1 ⊆ 𝐶2, then ⟦𝐶1⟧ ⊆ ⟦𝐶2⟧.

3.2 Parametric Program Analysis

We now introduce parametric program analyses in Datalog, which include parameters that allow
users to control the granularity of their abstractions, thereby controlling their precision and
scalability. For example, k-CFA [Shivers 1991] is a typical family of such analyses. In k-CFA, every
method invocation is combined with a parameter that determines how this invocation should be
analyzed (context insensitively/context sensitively), like the example in the Overview.

In a parametric program analysis, we introduce a special set of tuples called parameter tuples, or
parameters for short. A parametric program analysis in Datalog comprises three parts:

Proc. ACM Program. Lang., Vol. 8, No. OOPSLA2, Article 325. Publication date: October 2024.



325:8 Zhenyu Yan, Xin Zhang, and Peng Di

(program) 𝐶 ::= 𝑐★ (constraint) 𝑐 ::= 𝑙 : −𝑙★
(literal) 𝑙 ::= 𝑟 (𝑎★) (argument) 𝑎 ::= 𝑣 | 𝑑

(variables) 𝑣 ∈ V = {𝑥,𝑦, . . . } (constants) 𝑑 ∈ D = {0, 1, . . . }
(relations) 𝑟 ∈ R (tuples) 𝑡 ∈ T = R × D★

(a) Syntax of Datalog.

⟦𝐶⟧ = lfp 𝐹𝐶 ∈ P(T)
𝐹𝐶 , 𝑓𝑐 ∈ P(T) → P(T)

𝐹𝐶 (𝑇 ) = 𝑇 ∪
⋃
{𝑓𝑐 (𝑇 ) | 𝑐 ∈ 𝐶}

𝑓𝑐 (𝑇 ) = {𝜎 (𝑙0) | ∃𝜎 ∈ V ↦→ D.

𝜎 (𝑙𝑘 ) ∈ 𝑇 for 1 ≤ 𝑘 ≤ 𝑛}

(b) Denotational semantics of Datalog.

Fig. 3. Syntax and denotational semantics of Datalog.

• a set of constraints that represent the analysis specification which is consistent across different
programs;
• a set of input tuples extracted from a specific program that represent its facts;
• a set of parameter tuples specifying the precision of analysis across different components.

We denote running a parametric analysis as ⟦𝐶 ∪𝐴⟧, where 𝐶 denotes the first two parts and 𝐴
denotes the last part. Throughout the paper, we assume that any abstraction 𝐴 is sound.

Example. Consider the example Datalog analysis in the overview. Figure 2b shows the general
analysis rules that hold across different programs. They represent how may-point-to tuples grow
with assignments and how the analysis handles context sensitivities based on the parameters.
Figure 2c shows the input tuples that represent program facts, and they are automatically extracted
from a given program. Here, they are may-point-to facts that are generated from new statements,
parameter passing, and so on. Figure 2d shows the parameters. Each represents whether a given
call site is handled context-insensitively or -sensitively (1-CFA). Here, contents in Figure 2b and
Figure 2c together constitute 𝐶 , while Figure 2d shows 𝐴. ⟦𝐶 ∪ 𝐴⟧ stands for the result of the
analysis under context insensitivity, which is shown as Figure 2e.

A query is a special tuple that represents a program property of interest:

𝑞 ∈ Q ⊆ T.

The set of queries varies according to analyses. For example, for a pointer analysis, queries can
be “variable v may point to null” and for typestate analysis, queries can be “file object f is never
closed”. When running an analysis on a program, we have a set of queries Q we want to answer.
We say a query 𝑞 is resolved using abstraction 𝐴 if 𝑞 ∉ ⟦𝐶 ∪ 𝐴⟧. We also say 𝐴 is a viable
abstraction to 𝑞. We use 𝑅(𝐴,𝐶,𝑄) to denote the set of queries that are resolved using abstraction
𝐴: 𝑅(𝐴,𝐶,𝑄) = 𝑄 \ ⟦𝐶 ∪𝐴⟧.

On a program, given a set of queries 𝑄 and a family of abstractions A, we now define a precision
preorder ⪯ and an efficiency (scalability) preorder ⊑. We say abstraction𝐴1 is not more precise than
𝐴2 iff the analysis can not resolve more queries with 𝐴1: 𝑅(𝐴1,𝐶,𝑄) ⊆ 𝑅(𝐴2,𝐶,𝑄) ⇔ 𝐴1 ⪯ 𝐴2.
Modeling scalability is more complex and we rely on domain knowledge to define the scalability
preorder for a given analysis. For example, in k-CFA, an abstraction is an array of natural numbers
with the fixed length, each of which represents the context depth for each call site and object. We
say 𝐴1 ⊑ 𝐴2 iff ∀𝑖 ∈ [0, |𝐴1 |] .𝐴1 [𝑖] ≥ 𝐴2 [𝑖], which means 𝐴1 is more context-sensitive.

Example. Consider the example in the overview section. MayPointTo(0:main:corgi3, Teddy)

is the only query (denoted as q). Abstraction 𝐴1 = {CI(9:id1), CI(10:id1), CI(11:id2)} cannot
resolve q while 𝐴2 = {CS(9:id1), CI(10:id1), CI(11:id2)} can. Therefore, 𝐴1 ⪯ 𝐴2. In terms of the
scalability preorder, we follow the aforementioned preorder for k-CFA. In particular, CS is considered
to have a context depth of 1 while CI is considered to have a context depth of 0. Therefore, 𝐴2 ⊑ 𝐴1.

Proc. ACM Program. Lang., Vol. 8, No. OOPSLA2, Article 325. Publication date: October 2024.



Scaling Abstraction Refinement for Program Analyses in Datalog using Graph Neural Networks 325:9

Algorithm 1 Iterative abstraction refinement with a graph neural network.
Require: Analysis𝐶 , abstraction family A, queries𝑄
Ensure: Resolved queries 𝑄𝑅 , final abstraction 𝐴

1: 𝐴← chooseInit(A)
2: 𝑄𝑅 ← ∅
3: repeat
4: (𝐷,𝑄𝑅) ← analyze(𝐶 , 𝐴, 𝑄) ▷

𝐷 is a derivation.

5: 𝑄𝑅 ← 𝑄𝑅 ∪𝑄𝑅

6: 𝐺 ← transform(𝐷 , 𝑄) ▷ 𝐺 is a graph.
7: scores← GNN(𝐺)
8: 𝐴, 𝑄𝐹 ←MaxSat(𝐷 , scores)
9: 𝑄 ← 𝑄 \𝑄𝑅 \𝑄𝐹

10: until Q = ∅
11: return (𝑄𝑅, 𝐴)

3.3 Problem Statement

The primary objective of our approach is to discover a cheap abstraction that can effectively resolve
a maximum number of queries.

Definition 3.1 (Cheapest Abstraction Problem.). Given an analysis 𝐶 , a set of queries 𝑄 , and a
sound abstraction family (A, ⪯, ⊑), let 𝑅(A,𝐶,𝑄) be a maximum set of queries that can be resolved
by an abstraction in A, that is

∃𝐴1 ∈ A.𝑅(𝐴1,𝐶,𝑄) = 𝑅(A,𝐶,𝑄) ∧ ∀𝐴 ∈ A.𝑅(A,𝐶,𝑄) ⊇ 𝑅(𝐴,𝐶,𝑄).
The cheapest abstraction problem is to find a cheapest 𝐴𝑚𝑖𝑛 that can resolve these many queries

|𝑅(𝐴𝑚𝑖𝑛,𝐶,𝑄) | = |𝑅(A,𝐶,𝑄) | ∧ ∀𝐴.|𝑅(𝐴,𝐶,𝑄) | = |𝑅(A,𝐶,𝑄) | ⇒ 𝐴 ⊑ 𝐴𝑚𝑖𝑛 .

4 Our Framework

Algorithm 1 shows our general framework to solve the cheapest abstraction problem approx-
imately. It starts with an abstraction by calling chooseInit at Line 1, whose implementation
depends on the specific analysis – usually it returns the cheapest abstraction in the family (for
example, fully context-insensitive for 𝑘-CFA). Then the framework enters the refinement loop (Line
3 - 10). During every iteration, it analyzes the program using the current abstraction (Line 4) and
returns the derivation graph and queries resolved in this iteration, updates the set of all queries
resolved (Line 5), and then transforms the derivation that is extracted from the Datalog solver into a
graph (Line 6). Then our framework feeds the graph into our neural network which assigns a score
to each parameter tuple (Line 7). Using the scores and the derivation, our framework formulates a
MaxSat problem which modifies the one introduced by Zhang et al. [2014]. By solving theMaxSat
problem, the framework gets the next abstraction to try and a set of queries that our framework
gives up upon (Line 8). These queries either cannot be resolved with any abstraction in A or its
viable abstractions are pruned by our graph neural networks. Our experiment shows that the latter
case happens rarely in practice. Then our framework updates the query set 𝑄 by excluding the
resolved queries and the queries that it gives up upon (Line 9). The iteration continues until 𝑄
becomes empty or the overall process exceeds a given time limit. It is obvious that our approach is
always sound as long as abstractions in the family are sound.

4.1 From Derivation Graphs to GNN Inputs

We first explain how to extract derivations from Datalog solvers (the analyze function in Algo-
rithm 1) and build an input graph to our GNN (the transform function in Algorithm 1).

A derivation is the set of instance constraints in the least fixpoint computation of Datalog:

𝐷 (𝐶) = {𝜎 (𝑙0) : −𝜎 (𝑙1), ..., 𝜎 (𝑙𝑘 ) | 𝑙0 : −𝑙1, ..., 𝑙𝑘 ∈ 𝐶∧∀𝑖 ∈ [1, 𝑘] .𝜎 (𝑙𝑘 ) ∈ ⟦𝐶⟧∧𝑘 ≥ 0∧𝜎 ∈ V ↦→ D}.
While some Datalog solvers have built-in support to return such derivations, we propose an

extraction approach independent of solvers by modifying the given Datalog program. Briefly, for
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each constraint 𝑙0 : −𝑙1, ..., 𝑙𝑛 , we add a constraint in the following form:

𝑟𝑐𝑛 (𝑣1, ..., 𝑣𝑘 ) : −𝑙1, ..., 𝑙𝑛, where 𝑣1, ..., 𝑣𝑘 are the variables that appeared in the original constraint.

Here 𝑟𝑐𝑛 is a new relation that is unique for each constraint. By inspecting 𝑟𝑐𝑛 , we can obtain
all instances of the corresponding constraint that are triggered in the least fixpoint compu-
tation. For example, given the rule A(y):-B(x,y),C(y,z)., an additional rule is introduced as
A0(x,y,z):-B(x,y),C(y,z).. Therefore, by inspecting elements of relation A0, we know not only
on what elements y the relation A holds, but also how they are derived. For example, if A0(0,1,2)
holds, then A(1) can be derived from B(0,1) and C(1,2).

The derivation naturally forms a hypergraph, where each hyperedge corresponds to an instance
constraint. For example, the instance constraint deriving MayPointTo(0:id1:dog, Corgi) in fig-
ure 2b corresponds to a directed hyperedge from

{
MayPointTo(0:main:corgi1, Corgi), Assignment(

0:id1:dog, 0:main:corgi1)
}
to

{
MayPointTo(0:id1:dog, Corgi)

}
. Thus, the part of the derivation

that derives MayPointTo(0:main:corgi2, Corgi) can be modeled as a hypergraph in Figure 4a.
Next, our framework translates a derivation hypergraph into a graph that can be consumed by

our graph neural network. In particular, it converts the graph into a simple graph and removes
information that cannot be generalized across programs to avoid over-fitting. More concretely,
for each vertex, which is a tuple, we only keep the relation name as its information because the
constants are specific to given programs. We represent the relation name using a one-hot encoding
scheme, so that the vertex with the 𝑖-th relation name will be assigned a tuple (0, . . . , 0, 1, 0, . . . , 0)
where the only 1 is in the 𝑖-th position. Additionally, we assign two binary flags to present more
information, one indicating whether the tuple is a query and the other indicating whether the
tuple is a parameter. The query flag is important for identifying the goal of our analysis, while
the parameter flag is important as it identifies the tuples that the neural network will evaluate.
Consequently, the complete vertex information is encoded in a binary format using 0-1 values.
For each hyperedge, we add a directed edge from each of its source vertexes to its destination

vertex. We also assign it a label (𝑓 𝑜𝑟𝑤𝑎𝑟𝑑, 𝑐, 𝑖) where 𝑐 is the original (template) constraint, and
𝑖 is the index of the source vertex in the constraint. In addition, a reverse edge is added for each
directed edge with a label (𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑, 𝑐, 𝑖). This design allows bi-directional message passing in
our network. So every tuple gets information from the tuples it derives and the tuples derive it.
Example. The derivation hypergraph in Figure 4a is converted into a simple graph shown in

Figure 4b. Each vertex is labeled with its relation name, whether it is a parameter, and whether
it is a query. The figure also shows the 0-1 encoding for each vertex. Since there are 3 relations
in the graph, the first 3 bits stand for the relation name for every vertex: 𝑣2 and 𝑣4 belong to
Assignment, so their first entries are 1; 𝑣5 belongs to CI, so its second entry is 1. Other vertexes
belong to MayPointTo, so their third entries are 1. Different colors or line styles (solid or dashed)
stand for different edge labels. Following this, the hypergraph with 6 vertexes and 4 hyperedges is
transformed into a graph with 6 vertexes in 3 vertex labels and 12 edges in 6 edge labels.

4.2 Graph Neural Network Architecture

We use a classical message-passing-style graph neural network workflow. First, we transform
the discrete 0-1 encoding of vertexes into real vectors. Then, a process called message passing is
repeated for a predefined number of iterations. During its execution, each vertexes’ feature vector
is updated based on the feature vectors of its neighbors and itself. We next explain the process in
detail.
First, each vertex is assigned to a feature vector of reals. These vectors are initially calculated

from the aforementioned 0-1 encodings. More concretely, we use a learnable matrix 𝐸 ∈ R𝑇×𝐻 to
transform encodings of size𝑇 into real vectors of size 𝐻 . For every vertex 𝑖 , ℎ𝑡𝑖 represents its feature

Proc. ACM Program. Lang., Vol. 8, No. OOPSLA2, Article 325. Publication date: October 2024.



Scaling Abstraction Refinement for Program Analyses in Datalog using Graph Neural Networks 325:11

𝑣1 : MayPointTo
(0:main:corgi1, Corgi)

𝑣2 : Assignment
(0:id1:dog, 0:main:corgi1)

𝑣3 : MayPointTo
(0:id1:dog, Corgi)

𝑣4 : Assignment
(0:main:corgi2, 0:id1:dog)

𝑣5 : CI(10:id1)

𝑣6 : MayPointTo
(0:main:corgi2, Corgi)

(a) Part of the hypergraph of program in Figure 2a.

𝑣1 : MayPointTo
is_parameter=F
is_query=F

𝑣2 : Assignment
is_parameter=F
is_query=F

𝑣3 : MayPointTo
is_parameter=F
is_query=F

𝑣4 : Assignment
is_parameter=F
is_query=F

𝑣5 : CI
is_parameter=T
is_query=F

𝑣6 : MayPointTo
is_parameter=F
is_query=F

(0, 0, 1, 0, 0)

(1, 0, 0, 0, 0)

(0, 0, 1, 0, 0)

(1, 0, 0, 0, 0)(0, 1, 0, 1, 0)

(0, 0, 1, 0, 0)

(b) Transformed graph of the hypergraph in Figure 4a.

Fig. 4. Converting a derivation hypergraph into an input graph to our graph neural network.

vector in the 𝑡-th message passing (ℎ0
𝑖 represents the initial feature vector), and 𝑡𝑖 represents the

0-1 encoding of the vertex 𝑡 . Then we have:

ℎ0
𝑖 = 𝐸 × 𝑡𝑖 .

Then, the algorithm enters message passing. In each iteration, the feature vector of each vertex
is updated by combining its feature vector and information aggregated from its neighbors. To take
edge labels into account, we apply the network architecture of R-GCN[Schlichtkrull et al. 2018],
where each edge label 𝑙 has its own learnable weight matrix𝑀𝑡

𝑙
for the 𝑡-th iteration. We use | | to

denote the concatenation of two vectors,𝑚𝑡
𝑖 to denote the aggregated message that is passed to

vertex 𝑖 in the 𝑡-th iteration, 𝑒𝑑𝑔𝑒 (𝑖) to denote the set of edges that end with 𝑖 . Each edge is a triple
( 𝑗, 𝑖, 𝑙), where 𝑗 is the source vertex and 𝑙 is the label. Since our network has many layers, we add a
residual connection to avoid the vanishing gradient problem [He et al. 2016]. Formally, we have:

ℎ𝑡+1𝑖 = tanh
(
Θ𝑡 × (ℎ𝑡𝑖 | |𝑚𝑡

𝑖 )
)
+ ℎ𝑡𝑖 where 𝑚𝑡

𝑖 =
∑︁

( 𝑗,𝑖,𝑙 ) ∈𝑒𝑑𝑔𝑒 (𝑖 )
𝑀𝑡

𝑙
× ℎ𝑡𝑗 .

Here, tanh is the Tanh activation function; Θ𝑡 and𝑀𝑡
𝑙
are learnable matrices of shape 2𝐻 ×𝐻 and

𝐻 × 𝐻 , respectively. And they are different across iterations (as the superscripts suggest).
The message passing process terminates after a specified number of iterations, 𝑁 . Let ℎ𝑖 = ℎ𝑁𝑖

denote the final feature vector for vertex 𝑖 . To compute the score for each parameter vertex 𝑖 , we
first process ℎ𝑖 through a two-layer perceptron to map it from a vector into a real number. We
then apply a sigmoid function to scale this real number into the range [0, 1], following common
practice in classification tasks. The higher the resulting score 𝑠𝑖 , the more helpful the neural network
considers refining the corresponding parameter would be. The formal definition is as follows:

𝑠𝑖 = sigmoid
(
𝑆2 × LeakyReLU(𝑆1 × ℎ𝑖 )

)
∈ [0, 1]

where LeakyReLU(𝑥) =
{
𝑥 if 𝑥 ≥ 0
0.01𝑥 otherwise

is a classical activation function [Maas et al. 2013],

𝑆1 and 𝑆2 are learnable matrices of the perceptron.

Finally, a parameter 𝑖 is classified as unhelpful if 𝑠𝑖 < 0.5.
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4.3 Formulating Refinement as MaxSat

We adopt the MaxSat formulation from Zhang et al. [2014] and prune parameter tuples that
are considered unhelpful by our graph neural network. MaxSat problems contain two kinds
of constraints: hard constraints (i.e., conventional SAT constraints) and soft constraints. A soft
constraint, denoted by𝑤 𝑞, means that if 𝑞 is satisfied, the solution gains weight𝑤 .MaxSat solvers
aim to find a solution that preserves all hard constraints while maximizing the sum of weights
from satisfied soft constraints.
Let the Datalog analysis be 𝐶 , the current abstraction be 𝐴, and the unresolved queries be 𝑄 .

The original MaxSat problem formulation consists of three parts. All three parts are in disjunctive
normal forms. Each tuple is translated into a boolean variable. First, a set of hard constraints
Ω𝐶 encodes the derivation. Second, there is a set of soft constraints {𝑤𝑎 𝑎 | 𝑎 ∈ 𝐴} such that∑

𝑎∈𝐴′⊆𝐴𝑤𝑎 represents the incurred cost by refining parameters in 𝐴′. Finally, there is a set of soft
constraints {𝑤 ¬𝑞 | 𝑞 ∈ 𝑄} where 𝑤 >

∑
𝑎∈𝐴𝑤𝑎 . This constraint indicates the goal is to resolve

each query but can only give up queries when even refining all parameters cannot help.
If our graph neural network considers a parameter tuple 𝑎 unhelpful, its corresponding soft

constraint will be replaced with a hard constraint, so that parameter 𝑎 will not be refined in this
refinement. In the original framework, queries given up are irresolvable under the given abstraction
family, which means that those queries cannot be eliminated with any abstraction in that abstraction
family. But in our settings, MaxSat solver may give up queries earlier when all parameters related
to them are considered unhelpful, which can be both advantageous and disadvantageous. There
exist queries that are irresolvable, which are real bugs or false positives that cannot be resolved
using the given abstraction family. Giving up on them earlier avoids over-refinement, which is
beneficial in terms of the analysis efficiency. On the other side, giving up resolvable queries affects
the performance of our approach. Therefore, we inspect how this affects the performance of our
approach in § 5.4 and the result shows that by giving up queries earlier, our approach observably
decreases the number of iterations and the size of the final abstraction with little precision loss.

4.4 Training Data Generation

Directly using refinement traces from the prior work[Zhang et al. 2014] as training data is a
possibility. However, as aforementioned, their approach of usingMaxSat to produce refinement
candidates is a greedy algorithm and may lead to unnecessary refinement. And even when all
refinements are helpful, some viable parameters may be unexplored. To further improve the quality
of training data, we want to filter out unhelpful parameter tuples from the refinement traces and
add unexplored helpful parameter tuples. To have a solid foundation, we give a formal definition of
helpful parameters.

Definition 4.1 (helpful parameters.). Given a sound abstraction family (A, ⪯, ⊑), a set of queries
𝑄 , an abstraction parameter 𝑝 is helpful if

∃𝐴1 ∈ A. ∃𝑞 ∈ 𝑄. 𝑞 ∉ 𝑅(𝐴1,𝐶,𝑄) ∧ 𝑞 ∈ 𝑅(update(𝐴1, 𝑝),𝐶,𝑄)
where update(𝐴1, 𝑝) updates the corresponding part of 𝐴1 by the abstraction parameter 𝑝 .

Determining whether a parameter is helpful is generally an NP-hard problem because it is a
combinational problem. Therefore, it is impractical to iterate all abstractions and identify all helpful
parameters. Our approach provides an estimation that performs well practically.

Our algorithm is shown as Algorithm 3. We first run a vanilla CEGAR algorithm (Line 1), detailed
in Algorithm 2. This algorithm is similar to Algorithm 1 but includes additional data collections
in each iteration. Specifically, for each iteration, we collect the derivation graph, the current
abstraction, the refined parameters. We also collect all resolvable queries.
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Algorithm 2 Generating the Refinement Trace (GeneratingRefinementTrace)
Require: Analysis 𝐶 , abstraction family A, queries 𝑄 .
Ensure: Refinement Trace 𝑇 , resolvable queries 𝑄𝑅

1: 𝐴← chooseInit(A)
2: 𝑇 ← [] ▷ 𝑇 collects the trace of the refinement.
3: 𝑄𝑅 ← [] ▷ Resolved queries.
4: repeat
5: (𝐷,𝑄𝑅) ← analyze(𝐶 , 𝐴, 𝑄)
6: 𝑄𝑅 ← 𝑄𝑅 ∪𝑄𝑅

7: 𝐴′, 𝑄𝐹 ←MaxSat(𝐷)
8: 𝑄 ← 𝑄 \ (𝑄𝑅 ∪𝑄𝐹 )
9: 𝑃 ← 𝐴′ −𝐴 ▷ Get parameters get refined in this round.
10: 𝑇 .append({𝐴, 𝑃, 𝐷})
11: 𝐴← 𝐴′
12: until 𝑄 = ∅
13: return (𝑇,𝑄𝑅)

Algorithm 3 Generating the Training Dataset
Require: Analysis 𝐶 , abstraction family A, queries 𝑄 .
Ensure: Training set 𝑇 .
1: 𝑇,𝑄𝑅 ←GeneratingRefinementTrace(𝐶,A, 𝑄)
2: 𝑇 ← [] ▷ 𝑇 is the training set.
3: 𝑃1 ← ∅ ▷ 𝑃1 is the set of helpful parameter.
4: 𝑃3 ← ∅ ▷ 𝑃3 is the set of parameters alternative to helpful parameters seen so far.
5: for {𝐴, 𝑃, 𝐷} ∈reversed(𝑇 ) do
6: 𝑃2 ← ∅ ▷ 𝑃2 is the set of likely unhelpful parameters seen so far.
7: for 𝑝 ∈ 𝑃 do
8: 𝐴′ ← (𝐴 ∪ 𝑃1) \ 𝑃2 \ {𝑝}
9: (_, 𝑄′) ← analyze(𝐶,𝐴′, 𝑄𝑅)
10: if 𝑄′ = 𝑄𝑅 then
11: 𝑃2 ← 𝑃2 ∪ {𝑝} ▷ 𝑄′ = 𝑄𝑅 means that removing 𝑎 does not affect precision.
12: else
13: 𝑃1 ← 𝑃1 ∪ {𝑝}
14: for 𝑝 ∈ Parameters(𝐴′) do
15: (_, �̂�) ← analyze(𝐶,𝐴′ ∪ 𝑝,𝑄𝑅)
16: if �̂� = 𝑄𝑅 then
17: 𝑃3 ← 𝑃3 ∪ {𝑝} ▷ Replacing 𝑝 with 𝑝 does not affect precision.
18: 𝑇 .append

(
𝑃3 ∪ 𝑃1, 𝐷

)
▷ Helpful parameters and the derivation graph.

19: return 𝑇

Then, we enter the process of filtering out likely unhelpful parameter tuples (stored in 𝑃2) and
looking for unexplored viable parameters (stored in 𝑃3). We perform a backward iteration through
the refinement trace to simplify the helpfulness test of parameters, since we will collect helpful
parameters into 𝑃1 so that 𝐴 ∪ 𝑃1 is always precise enough to resolve all resolvable queries and
starting from the last iteration naturally satisfies this condition because 𝐴 alone is precise enough.
We start from the last iteration and cancel parameters refined in this refinement (𝑃 ) one by one
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(Line 7 – Line 17). If the number of resolved queries remains unchanged, the canceled parameter
is considered likely unhelpful. We add the parameter to the set of likely unhelpful parameters
(Line 11). Therefore, it will be ignored in later iterations of 𝑃 . Otherwise, we mark it as helpful
and add it back to the abstraction (Line 13). Then, to look for other helpful parameters, we try to
replace the helpful parameter 𝑝 with another parameter 𝑝 (Line 14 – Line 17). If the number of
resolved queries equals 𝑄𝑅 , 𝑝 will also be marked as helpful.

Example. Suppose there are 5 parameters: 𝑎1, 𝑎2, . . . , 𝑎5 and a query that can be resolved if
and only if (𝑎2 ∨ 𝑎3 ∨ 𝑎4) ∧ 𝑎5 is satisfied. Given a trace that contains two refinements that
refine the abstraction from ∅ to {𝑎5} and then {𝑎1, 𝑎3, 𝑎4, 𝑎5}. Our algorithm first focus on the
refinement that refines {𝑎5} to {𝑎1, 𝑎3, 𝑎4, 𝑎5}. Parameters refined in this refinement are {𝑎1, 𝑎3, 𝑎4}.
Our algorithm first tries to remove 𝑎1, resulting in the abstraction {𝑎3, 𝑎4, 𝑎5}, which satisfies the
condition (𝑎2 ∨ 𝑎3 ∨ 𝑎4) ∧ 𝑎5; therefore the number of resolved queries stays unchanged, and we
mark 𝑎1 as likely unhelpful. Then we try to remove 𝑎3, results in the abstraction {𝑎4, 𝑎5}. Since the
condition is still satisfied, we also mark 𝑎3 as likely unhelpful. Next, we try to remove 𝑎4, resulting
in the abstraction {𝑎5} that cannot resolve the query. Therefore, 𝑎4 will be marked helpful. Then we
try {𝑎5, 𝑝} where 𝑝 ∈ {𝑎1, 𝑎2, 𝑎3}. We will find that when 𝑝 = 𝑎2 or 𝑝 = 𝑎3, the query can be resolved
again. Therefore, 𝑎2 and 𝑎3 will be added to 𝑃3. So, for this refinement, we mark {𝑎2, 𝑎3, 𝑎4} as
helpful, exactly what the condition implies (𝑎5 is already refined at the beginning of this refinement
step so it is not a candidate of parameters. Therefore, it does not need to be labeled helpful or
unhelpful). Last, we focus on the refinement step that refines ∅ to {𝑎5}. Since 𝑎4 is added to 𝑃1 in
the last iteration,𝐴∪𝑃1 = {𝑎4, 𝑎5} here is precise enough to resolve the query, making it possible to
test the helpfulness of 𝑎5 by removing 𝑎5. This removal results in the abstraction {𝑎4} that cannot
resolve the query. Therefore 𝑎5 will be marked helpful. So, for this refinement, we mark 𝑎2, 𝑎3, 𝑎4
and 𝑎5 as helpful, exactly what the condition implies.

4.5 Training

We apply classical supervised learning to train our networks to judge whether a parameter is
helpful or not. To get a binary classification, we classify parameters with scores greater than 0.5 as
helpful parameters, and classify other parameters as unhelpful parameters.

One issue we encountered is that the training data is highly imbalanced in terms of positive and
negative samples. The reason is that, due to locality, an analysis usually only needs to apply high
precision for a very small fraction of parameter tuples to resolve a query. Thus, in the training
data, the number of negative samples are overwhelming to that of positive samples. To address
this challenge, we apply importance sampling. In the loss function, we use (the number of negative

samples)/(the number of positive samples) as the weight of each positive sample, and 1 as the weight
of each negative sample. So the weights of positive samples add up to the same value as those of
negative samples. Let 𝑆 (𝑥) ∈ [0, 1] be the score of 𝑥 calculated by our neural network, D+ and D−
be the set of positive and negative samples, respectively. Then the loss function is defined as:

|D− |
|D+ | ·

∑︁
𝑥∈D+

(
𝑆 (𝑥) − 1

)2 +
∑︁

𝑥∈D−

(
𝑆 (𝑥) − 0

)2

5 Experiments

We evaluate our approach by comparing it with the CEGAR framework proposed by Zhang et al.
[2014] using a pointer analysis and a typestate analysis, which are exactly the same settings
as Zhang et al. [2014] use. Since pointer analysis is a popular field in programming languages and
there are many works focus on improving the scalability of pointer analyses [Jeon et al. 2020; Li et al.
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2018a,b; Ma et al. 2023; Tan et al. 2016, 2017], we also compare our approach to a state-of-the-art
pointer analysis, Cut-Shortcut [Ma et al. 2023]. Due to space limits, we mainly use the pointer
analysis to illustrate the effectiveness of our approach and use the typestate analysis to illustrate
the generality of our approach. In particular, we aim to answer the following research questions:

RQ1. Can our approach help resolve more queries on large programs?
RQ2. How effective is our approach in reducing the sizes of constraint problems?
RQ3. How often does our approach make a resolvable query end up being unresolved?
RQ4. Is our “GNN +MaxSat” architecture necessary? Will graph neural networks alone suffice?
RQ5. Do our networks learn meaningful heuristics? What kind of heuristics do they learn?
RQ6. Is our approach general enough to boost different analyses?

5.1 Experimental Setup

Implementation. We have built our system upon the system proposed by Zhang et al. [2014]. In
particular, we use JChord [Naik 2011] as the analysis frontend for Java programs and the MiFuMaX
MaxSat solver [Janota 2014] as the underlying constraint solver. In JChord, we also reimplement
Cut-Shortcut [Ma et al. 2023] to enable a fair comparison with our approach by eliminating the
difference in the underlying analysis infrastructure. We use the Deep Graph Library [Wang 2019]
with PyTorch [Paszke et al. 2019] to build our neural networks. We use scikit-learn[Pedregosa et al.
2011] to implement decision trees for explaining our neural networks.

Client Analyses. Following the previous work [Zhang et al. 2014], we apply our approach to a
context-sensitive, flow-insensitive pointer analysis and a context-/flow-sensitive typestate analysis.
The diverse features of these two analyses highlight the generability of our approach.

The pointer analysis is based on k-object-sensitivity [Milanova et al. 2002]. It is similar to the
aforementioned k-CFA analysis except that it replaces call sites in k-CFA with abstract objects.
Briefly, it uses contexts in the form of ℎ1, ..., ℎ𝑛 to differentiate calling contexts. Here, ℎ𝑖 is an
abstract object that the method receiver object this in a language like Java may point to. Like other
call-string-based context-sensitive analyses, the contexts are truncated to some length 𝑘 . Here,
we allow different 𝑘 values for different allocation sites and 𝑘 ∈ {0, 10}. These 𝑘 values form the
abstraction for the pointer analysis. In this way, it gives a more fine-grained way to control the
context sensitivity compared to the standard k-object-sensitivity analysis. The efficiency preorder
is defined as follows:

𝐴1 ⊑ 𝐴2 ⇔ ∀ ℎ.𝐴1 (ℎ) ≥ 𝐴2 (ℎ).

As for the queries, we use the analysis to check whether a virtual method call is a polymorphic call
(that is, it can call different methods at runtime).

The typestate analysis is adapted from that by Fink et al. [2008]. It is fully flow- and context-
sensitive. But its context sensitivity is implemented in a different style: using the tabulation
algorithm [Reps et al. 1995]. Moreover, it not only tracks may-alias information like the pointer
analysis does, but also tracks must-alias information. More concretely, at each program point, it
computes a set of abstract states of the form (ℎ, 𝑡, 𝑎) that overapproximate the typestates of all
objects at that program point. Here, ℎ is an allocation site in the program, 𝑡 is the typestate in which
a certain object that is allocated at ℎ might be, and 𝑎 is a finite set of accesspaths that must point to
an object in ℎ. The abstraction we use is the set of variables allowed to track in must sets. Tracking
relevant variables allows the analysis to perform strong updates to avoid spurious typestates, and
thus is crucial to the precision and scalability of the analysis. The efficiency preorder is defined as

𝐴1 ⊆ 𝐴2 ⇔ 𝐴2 ⊑ 𝐴1
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Table 1. Benchmark characteristics. All numbers are computed using a 0-CFA call-graph analysis.

benchmark description # classes # methods bytecode (KB)
app total app total app total

hsqldb relational database engine 189 1,341 2,441 10,223 190 670
batik SVG graphics library 1,391 3,170 8,178 18,919 590 1,290
bloat Java bytecode analysis/optimization tool 277 1,269 2,651 9,133 195 586
pmd Java source code analyzer 348 1,357 2,590 9,105 186 578
xalan XML to HTML transforming tool 42 1,036 372 6,772 28 417
rhino-a Javascript engine 66 1,142 687 7,136 64 452
sablecc-j parser generator for jimple 294 2,011 1,743 12,538 74 754
sablecc-w parser generator for Wig 294 2,011 1,743 12,538 75 754
soot-c Java program analyzer 561 1638 2,273 8,627 114 500
soot-j Java program analyzer 1,638 1,638 8,627 8,627 114 500
antlr parser/translator generator 111 350 1,150 2,370 128 186
luindex document indexing tool based on lucene 206 619 1,390 3,732 102 235
lusearch text search tool over a corpus of data based on lucene 219 640 1,399 3,923 94 250
sunflow photo-realistic image rendering system ETH 165 1894 1,328 13,356 117 934
schroeder-s sampled audio editing tool with small input 109 936 617 6,435 37 352
schroeder-m sampled audio editing tool with medium input 109 936 617 6,435 37 352

GNNHyperparameters.We set the number of message passing to 12. The dimensions of feature
vectors at every iteration of message passing are all set to 64. We use the Adam optimizer [Kingma
and Ba 2014], where the learning rate is set to 10−4 and the decay ratio is set to 0.9995.

Benchmarks. We consider the benchmarks from the DaCapo suite [Blackburn et al. 2006] and
the Ashes suite [ash 2000]. Table 1 shows the characteristics of these benchmarks. The top half
contains large benchmarks that Zhang et al. [2014] has trouble scaling to. We conduct our main
scalability and efficiency study on these benchmarks to answer RQ1. The bottom half contains
small benchmarks all of whose queries can be resolved by Zhang et al. [2014]. They are also used
to answer RQ3. For other RQs, all these benchmarks are used.
Training Dataset.We use Zhang et al. [2014] to generate refinement traces and then use the

algorithm described in § 4.4 to generate training data. Since our algorithm focuses on refining
resolvable queries faster, we filter out benchmarks without resolvable queries. To reduce memory
costs during training and illustrate the generability of our approach, we use the smallest benchmarks
(by the sizes of the largest derivation graphs during their refinements) as our training dataset. For
the pointer analysis, the four smallest benchmarks in order are lusearch, luindex, antlr and sunflow.
Considering lusearch and luindex share the library lucene, we ignore luindex and only consider
the three remaining benchmarks. Algorithm 3 takes 8 to 14 hours to transform the refinement
traces into a training dataset. Since using full traces of all these benchmarks exceeds the 256 GB
memory limit, we train 3 models by using each pair of these 3 benchmarks. Training each model
takes approximately 10 hours per epoch, with a total of 20 epochs. For the typestate analysis, since
only a few benchmarks contain resolvable queries, we only use the smallest benchmark antlr to
make sure that there are enough test benchmarks to illustrate the effectiveness of our method.
Experiment Environment.We run all experiments on a Ubuntu 18.04 machine with 2 Intel

Xeon Gold 6240 CPUs (2.6 GHZ) and set the memory limit to 256 GB memory. The Java runtime
environment is the Oracle HotSpot JVM 1.6. The graph neural works run on the DGL library 0.8.2
with PyTorch 1.8.1 as the backend and the Python version is 3.8.5. The decision trees are trained
using sk-learn 1.2.0. For the pointer analysis, we set the timeout limit to 12 hours. For the typestate
analysis, we set the timeout limit to 24 hours.

Baselines. As aforementioned, the CEGAR framework proposed by Zhang et al. [2014] is used as
a baseline for the two analyses and Cut-Shortcut [Ma et al. 2023] is used for the pointer analysis.
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Table 2. Results on the pointer analysis using different training sets. Timeout > 12 hours.

benchmark Zhang et al. [2014] Cut-Shortcut [Ma et al. 2023] lusearch + antlr lusearch + sunflow antlr + sunflow

# res. # its runtime |A| # res. runtime # res. # its runtime |A| # res. # its runtime |A| # res. # its runtime |A|
avrora 70 12 Timeout 1320 0 0h03m 74 20 1h48m 1690 71 13 Timeout 1350 74 12 0h55m 2480
batik 60 10 Timeout 1940 29 1h09m 42 12 Timeout 1750 15 7 Timeout 1370 16 10 Timeout 1450
bloat 0 4 Timeout 420 42 0h05m 243 10 2h19m 1360 178 6 Timeout 1290 234 5 Timeout 2020
pmd 77 9 Timeout 1010 15 0h09m 144 19 3h55m 1780 129 18 3h17m 1720 104 23 Timeout 2640

sablecc-j 25 5 Timeout 590 22 0h04m 105 7 0h30m 590 98 6 0h25m 530 96 7 0h28m 630
sablecc-w 25 5 Timeout 590 22 0h04m 105 7 0h28m 590 98 7 0h27m 520 96 7 0h28m 630
soot-c 31 5 Timeout 470 0 0h01m 98 11 0h57m 1900 77 14 1h06m 2250 13 7 0h26m 1020
soot-j 31 5 Timeout 470 0 0h01m 109 11 1h00m 2080 77 14 1h06m 2250 13 7 0h27m 1020
xalan 10 14 Timeout 630 14 0h04m 61 18 2h10m 1850 14 18 2h45m 2050 60 15 Timeout 1800
antlr 5 15 0h34m 920 0 0h01m N/A 5 12 0h42m 820 N/A

luindex 68 28 1h12m 1210 0 0h02m 68 13 0h37m 740 68 17 0h50m 900 57 8 0h21m 420
lusearch 30 21 0h56m 1580 0 0h02m N/A N/A 23 12 0h33m 1110

schroeder-m 25 10 3h21m 270 0 0h08m 25 5 0h37m 160 25 9 1h04m 220 20 5 0h32m 220
schroeder-s 25 10 2h28m 280 0 0h08m 25 5 0h34m 160 25 9 1h02m 220 20 5 0h32m 220
sunflow 10 17 1h11m 1030 0 0h08m 10 9 0h52m 300 N/A N/A

Cut-Shortcut [Ma et al. 2023] applies a novel pointer analysis strategy which is different from
classical cloning-based context sensitivity: It cuts off dataflow edges that reduce precision and adds
shortcut edges to maintain soundness by recognizing patterns that are common in object-oriented
programming. Therefore, their approach is able to analyze Java programs fast with relatively high
precision.

5.2 Scalability and Precision Results

The top half of Table 2 summarizes the scalability results of the baselines and our approach using
all three models mentioned above on pointer analysis. The “# res.” columns show the number of
queries resolved by our approach and the two baselines. Numbers in bold belong to the approach
superior to the other approaches on the same benchmark. For “# res.”, the largest number on each
benchmark will be bold. Numbers of other columns will be bold if they are the smallest on the same
benchmark and the corresponding “# res.” is also the largest. Since Cut-Shortcut [Ma et al. 2023]
is not refinement-based, we only list the overall runtime and the number of queries it resolves.

Compared to Zhang et al. [2014], our approach can resolve more queries for 22 out of 27 (model,
benchmark) pairs. Compared to Cut-Shortcut [Ma et al. 2023], our approach resolves fewer
queries only on batik. Another noteworthy result is that Cut-Shortcut runs notably faster than
our approach and Zhang et al. [2014]. This conclusion is reasonable as recent pointer analysis works
focus more on scalability, while refinement-based approaches focus more on precision, especially
in resolving hard queries. The two styles of approaches are complementary to each other and
can be combined for better scalability and precision: One can first apply faster approaches (for
example, Cut-Shortcut [Ma et al. 2023]) to resolve as many queries as possible, and then apply our
approach to resolve the remaining queries by leveraging the query-driven nature of our approach.
For a high-level understanding of the performance of all those approaches, we calculate the

number of queries resolved by each approach among all benchmarks. Since the Ashes Suite Collec-
tion contains multiple running configurations for some programs 2 (sablecc-j and sablecc-w for
SableCC, soot-c and soot-j for Soot), we take the average number of resolved queries for them.
Under this criteria, for all benchmarks, our models resolve 772.5, 582, and 557 queries, respectively,
while Zhang et al. [2014] only resolves 273 queries and Cut-Shortcut [Ma et al. 2023] only resolves
144 queries. Since Zhang et al. [2014] resolves more queries than Cut-Shortcut [Ma et al. 2023]
on benchmarks except bloat, we compare our performance mainly to Zhang et al. [2014] later. Our
improvement over Zhang et al. [2014] is about 183%, 113%, and 104%, respectively. On average,

2Configurations will affect the dynamic execution of programs, which is used by JChord to estimate hard-to-analyze
language properties like reflection.
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Fig. 5. Number of resolved queries and time consumption on avrora and sablecc-j.

our approach achieves an improvement of 133%. On bloat, the number of resolved queries even
achieves a breakthrough of zero. Such results demonstrate the ability of our approach to resolve
more queries on large benchmarks and the robustness of our approach to different training datasets.
However, on batik, all of our models resolve less queries than Zhang et al. [2014], and two of them
even resolve less queries than Cut-Shortcut[Ma et al. 2023]. We speculate the reason is that our
training dataset is not diverse enough, so there are some unseen patterns that our models do not
know how to deal with.

To further illustrate our effectiveness, we shall analyze the data presented in the “# its” columns
and the “|A|” columns. The former denotes the number of refinement iterations completed before
either terminating or reaching the twelve-hour time limit. The latter represents the sizes of the final
abstractions achieved by each approach. These sizes are computed by summing all the 𝑘 values
(as described in § 5.1). On some benchmarks, Our approach demonstrates an ability to run for
more iterations and therefore resolves more queries. For example, on both soot benchmarks and
both sablecc benchmarks, the numbers of iterations have grown from 5 to 7 ∼ 14 and 5 to 6 ∼ 7,
respectively. Moreover, the final abstractions of soot programs have grown five times in size. This
shows that our approach empowers the refinement framework to explore more refined abstractions
without incurring excessive time costs.

To look at the refinement process more closely, Figure 5 shows the number of resolved queries
and time consumption per iteration for all approaches on avrora and sablecc-j, two of the larger
benchmarks. (Other benchmarks are shown in Figure 6. As depicted in Figure 6 shows, most
approaches either successfully finish the analysis or reach a stalemate before 4 hours. Setting the
time limit to 12 hours provides those approaches with ample time to illustrate their inefficiency.)
Dashed lines indicate that the approach does not terminate until the twelve-hour time limit is
reached. For our approach, each iteration time consists of the running time of the analysis, the
inference time of our graph neural network, and the constraint-solving time, while the iteration
time of Zhang et al. [2014] only consists of the running time of the analysis and the constraint-
solving time. As we can see, for avrora, our approach iterates much faster than Zhang et al. [2014].
Since our approach contains the overhead of a graph neural network, this boost indicates that our
approach can quickly prune out useless parameters and provide better abstractions, so that the
overhead of GNN can be reduced by the program analyzer andMaxSat solver. Furthermore, Zhang
et al. [2014] gets stuck after only 12 iterations because its MaxSat solver gets stuck. However, Our
approach is capable of completing up to 20 iterations, and with two of the models it terminates
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Table 3. Parameter reduction using our graph neural network.

benchmark Minimum number of parameter tuples Maximum number of parameter tuples average
Before pruning After pruning Before pruning After pruning pruning rate

avrora 5186 390(92.5%) 5738 326(94.3%) 93.8%
batik 9584 1145(88.1%) 10193 1143(88.8%) 88.3%
bloat 4235 310(92.7%) 4939 330(93.3%) 93.2%
pmd 4211 439(89.6%) 4915 392(92.0%) 91.3%

sablecc-j 4253 297(93.0%) 4669 336(92.8%) 93.2%
sablecc-w 4253 297(93.0%) 4669 336(92.8%) 93.2%
soot-c 2379 221(90.7%) 3035 202(93.3%) 91.4%
soot-j 2379 221(90.7%) 3030 207(93.2%) 91.4%
xalan 4103 476(88.4%) 5021 460(90.8%) 89.8%
luindex 3023 296(90.2%) 3614 332(90.8%) 90.3%

schroeder-m 4335 500(88.5%) 4461 487(89.1%) 88.7%
schroeder-s 4335 500(88.5%) 4461 487(89.1%) 88.7%
sunflow 4876 420(91.4%) 5059 411(91.9%) 91.6%

within 2 hours. The termination shows that giving up queries is beneficial for scalability and
our neural networks learn good strategies for giving up queries. Also, the iteration time of our
approach does not grow significantly across iterations, unlike that of Zhang et al. [2014], where
each of the last two iterations takes more than an hour. On sablecc-j, our advantage is even
clearer, all our models terminate in half an hour, while Zhang et al. [2014] gets stuck after 15
minutes. Furthermore, the size of final abstractions of avrora and sablecc-j are of the same order
of magnitude. This shows that our approach finds abstractions that are just precise enough and do
not lead to much over-refinement. Cut-Shortcut [Ma et al. 2023] resolves 22 queries in 5 minutes,
which reinforces our prior conclusion that recent pointer analysis works focus more on scalability
while refinement-based approaches focus more on precision.

Answer to RQ1: by effectively pruning away unhelpful parameters, our approach enables the iterative

refinement framework to resolve more queries on large benchmarks by trying more precise abstractions.

Also, it does not lead to expensive over-refinement. Models trained with different training sets show

that our approach is robust to different training sets.

5.3 Constraint Problem Simplification Results

Table 3 shows the number of parameters that can be refined (those without hard constraints) in the
MaxSat problems before and after applying our graph neural network trained with lusearch and
antlr during every step of refinement loops. As the table shows, our neural network drastically
decreases the number of parameters that the MaxSat solver needs to consider to refine. Our
method achieves an average reduction rate of around 90%, highlighting its effectiveness and the
presence of many unnecessary abstraction tuples. This result explains why our approach iterates
faster than Zhang et al. [2014]. Additionally, the average pruning ratios remain consistent across
different benchmarks and abstractions, demonstrating the generalizability of our approach to
unseen benchmarks of varying sizes and abstraction settings. These findings align with our earlier
observation that our method resolves more queries and explores more expensive abstractions
compared to Zhang et al. [2014].

Answer to RQ2: our graph neural network can significantly reduce the number of parameters that a

MaxSat solver needs to consider, which is the key to making iterative abstraction refinements scale.
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Fig. 6. Numbers of resolved queries and time consumptions across all benchmarks (in alphabetic order).

5.4 Controlled Precision Loss Study

As aforementioned, our approachmay potentially hinder the precision of the analysis by accidentally
pruning away helpful parameters. That is, the refinement process might give up some resolvable
queries if all viable parameters are pruned by our approach. To estimate its potential effect, we
inspect how often this happens by performing a controlled study using smaller benchmarks. On
these benchmarks, Zhang et al. [2014] can successfully terminate so we know exactly which queries
are resolvable.
The results3 summarized in the bottom half of Table 2 indicate that our approach successfully

resolves nearly all resolvable queries with minimal precision loss incurrred by parameter pruning.
It also performs fewer iterations and consumes less time compared to Zhang et al. [2014]. This
is illustrated by the examples of lusearch and sunflow, where our method achieves faster query
resolution by pruning unhelpful abstraction tuples, as shown in Figure 7. Overall, our approach

3As a convention of machine learning, we ignore results on the training sets and mark the corresponding cells with N/A.
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Fig. 7. Number of resolved queries and
time consumption on sunflow and
schroeder-m.

recall 98.55% 98.69% 98.47% 98.26% 98.64%
precision 98.55% 98.95% 98.86% 98.66% 98.67%

Fig. 8. Recall and precision of trained decision trees.
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Fig. 9. Part of the learned decision tree.

demonstrates effective query resolution with improved analysis time. On schroeder-m, two of our
models finish the abstraction refinement within a time frame of 37 minutes to 64 minutes, whereas
it takes Zhang et al. [2014] 201 minutes.
The precision losses all happen on the model trained with antlr and sunflow. This suggests

that the absence of lusearch in the training dataset may lead to overly aggressive parameter
pruning by the model. This indicates that larger training datasets with a more diverse range of
benchmarks could further enhance the effectiveness of our approach. Overall, our approach boosts
the refinement process with minimal risk of pruning out resolvable queries. In addition, it is effective
on small benchmarks as well as large benchmarks.

Answer to RQ3: Though our approach can hinder the precision of the overall analysis theoretically,

it has a limited impact in practice. Furthermore, a larger amount of training data may alleviate or

even solve this problem.

5.5 Ablation Study

To study the effectiveness and necessity of our "GNN+MaxSat" architecture, we try to refine
abstractions directly according to the output of our graph neural network, instead of using the
output to filter out unhelpful parameters. We run the pointer analysis using only the GNN on the
same benchmarks.
Table 4 presents the statistics for using only the GNN in the refinement process. The results

show that the refinement process gets stuck quickly even on some smaller benchmarks, as the new
architecture can only complete 2 iterations on most benchmarks. Those runtimes in red indicate
that the memory limit is reached, which has never happened on other approaches. Additionally,
the sizes of abstractions are much higher than those from other approaches. This conclusion is
in agreement with the prior conclusion that some helpful parameters are interchangeable, which
means that refining a part of those helpful parameters is enough to resolve desired queries. Given a
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Table 4. Results of using graph neural network only. Timeout > 12 hours.

benchmark Zhang et al. [2014] lusearch + antlr lusearch + antlr withoutMaxSat
# res. # its runtime |A| # res. # its runtime |A| # res. # its runtime |A|

avrora 70 12 Timeout 1320 74 20 1h48m 1690 72 6 1h18m 5120
batik 60 10 Timeout 1940 42 12 Timeout 1750 0 2 Timeout 11450
bloat 0 4 Timeout 420 243 10 2h19m 1360 0 2 2h53m 3100
pmd 77 9 Timeout 1010 144 19 3h55m 1780 0 2 Timeout 4390

sablecc-j 25 5 Timeout 590 105 7 0h30m 590 105 5 0h44m 4140
sablecc-w 25 5 Timeout 590 105 7 0h28m 590 105 5 0h44m 4140
soot-c 31 5 Timeout 470 98 11 0h57m 1900 43 7 0h55m 3470
soot-j 31 5 Timeout 470 109 11 1h00m 2080 43 7 0h56m 3470
xalan 10 14 Timeout 630 61 18 2h10m 1850 0 2 2h10m 4760

luindex 68 28 1h12m 1210 68 13 0h37m 740 48 7 0h48m 3950
schroeder-m 25 10 4h50m 270 25 5 0h37m 160 0 2 3h35m 5000
schroeder-s 25 10 2h28m 280 25 5 0h34m 160 0 2 4h36m 5000

sunflow 10 17 1h11m 1030 10 9 0h52m 300 9 3 1h14m 5110

set of parameters that are considered helpful by the neural network, using GNN with MaxSat will
only refine a part of those parameters while using GNN alone will refine them all. Despite those
over-refined abstractions, some benchmarks can still be resolved within the time limit. However,
these findings highlight the limitations of relying solely on the GNN for abstraction refinement, as
it hinders the scalability and efficiency.

Answer to RQ4: Though graph neural networks can filter out unhelpful parameter tuples, they cannot

capture exactly what parameter tuples to refine. Because some parameters are interchangeable, refining

part of them is enough. As a result, they tend to make the abstraction too large to analyze. So, the

combination of GNN and MaxSat solver is necessary.

5.6 Explaining Our Graph Neural Network

To explain what our neural network has learned and analyze whether it has learned reasonable
patterns of parameter tuples, as well as to determine its ability to provide useful intuitions for
selecting abstractions in program analysis, we train several decision trees to mimic our neural
network. Since the rules of decision trees are transparent, we can analyze the behavior of our
neural networks by analyzing nodes of the decision tree.

Feature Selection and Decision Tree Learning. Since we assign feature vectors for vertexes accord-
ing to their relations, those feature vectors are just used to distinguish different types of nodes by
the graph neural network and do not contain meaningful information. Therefore, we speculate
that our graph neural network learns patterns more about graph structure. By randomly removing
edges in the graphs, we observe that the neural network alters its output when the connectivity
of certain nodes is disrupted. According to this observation, we speculate the patterns our neural
network learns can be explained using numbers of vertices of some specific relations within specific
hops. Therefore, we use the numbers of tuples of each relation in 𝑘 hops (𝑘 ≤ 10) from every vertex
as our features. We denoted 𝑥𝑡, 𝑗,𝑢 as the number of vertices of kind t in 𝑗 hops from vertex 𝑢, where
𝑡 ∈ 𝑇, 𝑗 ∈ {1, . . . , 10}. Thus, the dimension of every feature vector is |𝑇 | × 10, which is 760 for the
pointer analysis.
To learn and test those decision trees, we generate derivation graphs by running the pointer

analysis on the benchmarks, and run a BFS (breadth-first search) for every parameter tuple 𝑢 to
get its 𝑥𝑡, 𝑗,𝑢 as the input feature of decision trees. Then we run our graph neural network on those
graphs to generate the network’s scores of those parameter tuples as the labels for decision trees to
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learn. Since it takes a huge amount of time to run such BFS on large graphs, we only take derivation
graphs from four small benchmarks: antlr, lusearch, luindex and sunflow. Then, we train decision
trees to fit this data. To avoid over-fitting and better test how our decision trees imitate the neural
network, we split the data into training sets and test sets using 5-fold cross-validation to train five
decision trees without limiting their maximum depth (Our splitting is conducted at the level of
abstract parameters. Therefore, approximately 80% of abstract parameters of each program are
included in the training set). Table 8 displays the recall and precision of the trained decision trees.
The results show that all decision trees achieve nearly 100% recall and precision, demonstrating
their effective imitation of the neural network.

Running abstraction refinement with decision trees. To evaluate how well these decision trees
learn and how well they perform, we replace our graph neural networks with decision trees to
filter out unhelpful parameters in abstraction refinements. Results are shown in Table 5. For the
decision trees, we provide their averages followed by standard errors in parentheses. For example,
a cell entry of 5 (1.0) indicates an average of 5 with a standard error of 1.0. For benchmarks where
only a subset of decision trees experience timeouts, we provide the number of trees that timed
out and the completion time for those that either finished execution or reached the memory limit
(indicated in red). Those 5 decision trees resolve 571, 490, 308, 392, 290 queries, respectively. The
average 410.2 is much smaller than that of the model they try to fit (772.5), but still 50% higher than
that ofZhang et al. [2014](273). This demonstrates that decision trees have the ability to partially fit
the neural network.
For small benchmarks except two schroeder benchmarks, the decision trees resolve nearly all

the queries. However, it takes significantly longer time compared to both Zhang et al. [2014] and
our graph neural networks. This is largely attributed to our implementation. The extraction of
input features (DFS) is implemented in Python. So even we use 64 cores parallelly to accelerate the
process, it is still slower. Conversely, DGL uses a backend of C, so the overhead of graph neural
networks is small. Despite the long runtime, the final sizes of abstractions quite close to those of
our graph neural networks, and still smaller than Zhang et al. [2014]. All these results suggests that
those decision trees capture most of the patterns learned by our graph neural networks, though
some rules may be challenging to encapsulate in this feature representation. For the two schroeder

benchmarks, only 1 of the 5 decision trees success to resolve those queries. This may be because
those benchmarks are relatively different from those in the training data. However, the training
data of those decision trees are already larger than those graph neural networks (4 benchmarks v.s.
2 benchmarks), implying that decision trees may not generalize as effectively as our graph neural
networks.

For large benchmarks, the behavior of those decision trees aligns with our graph neural networks:
they resolve more or about the same number of queries compared to Zhang et al. [2014] on most
benchmarks except batik. The consistent underperformance of both learning-based approaches on
this benchmark suggests that the diversity of the training set is important: There may be some
rare patterns unseen in our training sets. It will be an interesting topic to generate training sets
coverring more patterns. Despite the inefficiencies in our implementation, decision trees are able
to successfully terminate on sablecc benchmarks, while the baseline cannot.

Inspecting a decision tree. We randomly select a trained decision tree from the 5-fold cross-
validation and analyze its structure to see if we could gain any intuition from it. Because we care
more about abstract parameters that are considered useful by the graph neural network, and they
only account for 10% of the total, which are easier to classify, we only analyze leaves corresponding
to True. The structure is shown in Figure 9, Related Datalog relations and domains are explained in
Table 6 and Table 7. We mark two leaves that most positive samples go to in yellow; other paths
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Table 5. Statistics about abstraction refinements with decision trees. Timeout > 12 hours.

benchmark Zhang et al. [2014] lusearch + antlr decision trees
# res. # its runtime |𝐴| # res. # its runtime |𝐴| # res. # its runtime |𝐴|

avrora 70 12 Timeout 1320 74 20 1h48m 1690 60.6 (9.97) 11.2 (4.12) Timeout 1760 (702.14)
batik 60 10 Timeout 1940 42 12 Timeout 1750 7.8 (5.04) 5.2 (0.40) Timeout 948 (373.81)
bloat 0 4 Timeout 420 243 10 2h19m 1360 73.2 (87.96) 5.0 (2.61) 3 Timeouts,1h35m,1h49m 1368 (981.64)
pmd 77 9 Timeout 1010 144 19 3h55m 1780 72.8 (16.62) 5.6 (1.96) 4 Timeouts,3h38m 1224 (806.89)

sablecc-j 25 5 Timeout 590 105 7 0h30m 590 111.8 (12.61) 11.2 (1.47) 2ℎ1.2𝑚 (20.95𝑚) 1326 (380.14)
sablecc-w 25 5 Timeout 590 105 7 0h28m 590 111.8 (12.61) 11.6 (1.85) 2ℎ10.2𝑚 (37.17𝑚) 1350 (395.17)
soot-c 31 5 Timeout 470 98 11 0h57m 1900 63.0 (26.80) 10.2 (1.94) 2 Timeouts,1h54m,2h31m,3h59m 2032 (487.01)
soot-j 31 5 Timeout 470 109 11 1h00m 2080 63.0 (26.80) 9.8 (1.60) 2 Timeouts,2h37m,2h19m,3h10m 2024 (512.51)
xalan 10 14 Timeout 630 61 18 2h10m 1850 21.0 (21.55) 7.8 (1.94) Timeout 1122 (893.38)
antlr 5 15 0h34m 920 5 12 0h42m 710 4.8 (0.40) 12.2 (0.75) 2ℎ5.8𝑚 (10.23𝑚) 782 (42.61)

lusearch 30 21 0h56m 1580 30 12 0h38m 1270 28.0 (1.79) 12.2 (1.33) 1ℎ23.6𝑚 (11.74𝑚) 1346 (57.83)
luindex 68 28 1h12m 1210 68 13 0h37m 740 63.8 (7.91) 15.2 (1.17) 1ℎ54.8𝑚 (9.56𝑚) 862 (59.80)

schroeder-m 25 10 3h21m 270 25 5 0h37m 160 5 (10.00) 7.8 (1.72) 3ℎ51.0𝑚 (99.72𝑚) 290 (72.94)
schroeder-s 25 10 2h28m 280 25 5 0h34m 160 5.0 (10.00) 7.2 (1.72) 3ℎ39.0𝑚 (88.52𝑚) 254 (84.99)

sunflow 10 17 1h11m 1030 10 9 0h52m 300 9.6 (0.49) 13.6 (2.50) 4ℎ15.8𝑚 (58.57𝑚) 506 (124.84)

Table 6. Relations in decision trees and their meanings

Relation Meaning

MputInstFldInst(m:M, b:V, f:F, r:V)
There is a field-put operation that put r into
the field f of base variable b in method m.

CFC(c1:C, f:F, c2:C) The field f of object c1 may point to object c2.
CM(c:C, m:M) Method m is reachable under context c.

kobjSenICM(i:I, c:C, m:M)
There is a context-sensitive invocation i

in method m using c as the receiver object.

Table 7. Related domains in decision trees and their meanings

Domain Meaning
V local variables of reference type.
I Invocation quads.
M Methods.
F Fields.
C Contexts, also used to represent objects.

are ignored for simplicity (since there are 1351 nodes in the decision tree). The two leaves cover
6094 positive samples out of 19143, which is about 31.8%. Other leaves are ignored since each of
them covers less than 1000 positive samples.

4729 positive samples go to the rightmost yellow leaf, while 1366 positive samples go to the
leftmost yellow leaf. Their paths share heuristics like “there are more than 2 field store operations
for this object in the function that allocates this object” and “contexts ending with this object will
not be used to call static methods”. Except for these rules, those leaves disagree on some conditions.
The leftmost yellow leaf contains heuristics like “there will be less than 10 (context, function) pairs
such that the context ends with this object”, while the rightmost yellow leaf is on a path where
this condition is not satisfied. This rule stands for an elaborate consideration in the heuristics that
consider parameter tuples by different patterns.
Answer to RQ5: The results show that decision trees learnt can learn most of the strategies of the

graph neural network. And our graph neural networks learned meaningful (though complex) heuristics,

and there are some elaborate conditions to classify different kinds of patterns.
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Table 8. Results on the typestate analysis. Timeout > 24 hours.

benchmark Zhang et al. [2014] our method
# res. # its runtime |A| # res. # its runtime |A|

batik 2 2 Timeout 87 3 6 Timeout 149
bloat 0 14 Timeout 227 0 17 11h39m 115
antlr 11 13 0h46m 66 11 13 0h59m 45
rhino-a 3 11 0h26m 35 3 8 0h26m 25

sablecc-j 22 11 1h45m 47 22 6 1h12m 38
sablecc-w 22 11 1h48m 47 22 6 1h09m 38

5.7 Generality over Different Analyses

To demonstrate the versatility of our method, we train another neural network for the typestate
analysis. Since most benchmarks lack resolvable queries, we use only the javasrc-p dataset as the
training set to ensure sufficient benchmarks for testing. The statistics are shown in Table 8.
Our method achieves a complete resolution of resolvable queries in small benchmarks and

improves performance in terms of iteration count and tracking set size. In larger benchmarks,
our method outperforms the baseline by resolving 3 queries instead of 2 on batik. Although the
improvement is not as substantial as in the pointer analysis, it serves as evidence of the effectiveness
of our method. The moderate improvement may be attributed to the limited abstraction family
used in our typestate analysis.
Answer to RQ6: By running on a typestate analysis, we show that our approach can successfully

generalize to different analyses.

6 Related Work

Our work is most related to CEGAR techniques that are based on constraint solving, program
analyses that are augmented with learning, and constraint-solving techniques that are augmented
with learning.

Constraint-based CEGAR. Originally, CEGAR was proposed to scale model checkers to handle
larger spaces compared to existing symbolic approaches (i.e., those based on BDDs) [Clarke et al.
2003]. Constraint solvers have been heavily applied for different purposes. Notably, SAT solvers
have been applied to perform model checking itself [Clarke et al. 2002; McMillan 2002], and decide
whether a concrete counterexample is valid [Biere et al. 1999; Chaki et al. 2004]. Other solvers
include integer-linear-programming solvers [Clarke et al. 2002] and SMT solvers [Komuravelli et al.
2016, 2013]. Our approach cannot be directly applied to these works. However, following the same
spirit, it would be interesting to apply learing-based techniques to scale up the solving process.

Later on, CEGAR is broadly applied to tune parametric program analyses. Notably, Zhang et al.
[2014] proposed a framework that applies a MaxSat solver to refine abstractions of Datalog-based
program analyses. Our work is built upon this framework. Grigore and Yang [2016] proposes an
approach that also extends this framework with a learning component. However, their focus is how
to reduce the number of iterations in CEGAR by adding learned biases to the MaxSat formulation.
In that sense, our approach and their approach are orthogonal and complimentary .

Scaling Pointer Analysis. It has been an active field to select abstractions that balance precision
and scalability for pointer analysis [Jeon et al. 2019, 2020; Li et al. 2018a,b; Ma et al. 2023; Tan
et al. 2016, 2017]. These works all propose techniques based on domain knowledges that are
specified to the problem. On the other hand, our work works with any parametric program
analysis that is expressed in Datalog. Furthermore, most recent works focus more on scalability
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like Cut-Shortcut [Ma et al. 2023] does, while our approach focuses more on precision. Some
works try to generalize to a broader range of analyses using cleverer algorithms and system-level
optimizations [Shi et al. 2018; Zuo et al. 2021]. These works are orthogonal to ours and can be
combined with ours to scale an analysis even better.
Learning-Based Program Analysis. Before our paper, there has been significant interest in

applying learning to tune abstractions or knobs of program analyses [Chae et al. 2017; Heo et al.
2018; Jeong et al. 2017; Oh et al. 2015]. However, they differ from our approach in two aspects.
First, the input to our approach is the derivation graph of an analysis which can be automatically
extracted without feature engineering. On the other hand, existing approaches rely on manually
selected syntax features and therefore need more work to apply to a new analysis. Second, these
works aim to find a good abstraction in one step while our approach is integrated with CEGAR.
While their approaches typically run faster, our approach can scale to resolve harder queries on
large programs. There are also works in learning loop invariants [Sharma et al. 2013; Yao et al. 2020;
Zhu et al. 2018]. Obviously, the targeted problems are different. Moreover, while our approach uses
abstract executions of the analysis as input features, these approaches use concrete executions of the
program. Finally, one extreme is to use a learning component to completely replace a conventional
analysis [Galassi et al. 2018; Wang et al. 2020]. These approaches do not guarantee soundness.

Learning-Aided Constraint Solving. Our work can be viewed as a preprocessor for aMaxSat
solver in a particular domain. There has been a growing interest in applying deep learning to
accelerate constraint solving or even replace conventional constraint solvers. Popescu et al. [2022]
gives a comprehensive survey on this topic. Our work is tailored to the program analysis domain
and therefore more effective in solving related problems.

7 Conclusion

We have proposed a framework to scale counterexample-guided abstraction refinement for Datalog-
based program analysis using graph neural networks. Our networks can effectively identify part
of a given abstraction, refining which will not likely help resolve the target queries. Compared to
existing learning-based techniques, our network takes the execution of the program analysis as
input, which can be automatically extracted from a Datalog solver. Our experiment shows that our
approach scales significantly better than existing approaches on two representative analyses.
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