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Different Styles of AI

Five Tribes of Machine Learning

Symbolists Connectionists Bayesians

“The Master Algorithm”,  Pedro Domingos

Evolutionaries Analogizers
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How about combing PP with DL?

• Making neural networks Bayesian

• Bayesian neural networks

• Using neural networks to compute probabilistic programs

• Edwards

• Treat neural networks as input to probabilistic programs

• Neural-symbolic programming
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Neural-Symbolic Programing in PP

• Treating neural networks as part of  probabilistic programs’ inputs

• DeepProblog [Manhaeve et al., NeurIPS’18]

• Scallop [Li et al., PLDI’23]

• Key Challenge: End-to-end training
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DeepProbLog
Robin Manhaeve, Sebastijan Dumancic, Angelika Kimmig, 
Thomas Demeester, Luc De Raedt: DeepProbLog: Neural 

Probabilistic Logic Programming. NeurIPS 2018: 3753-3763
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Example Task: MNIST Addition
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What if we only labeled sums, not single digits?



DeepProbLog Program for MNIST Addition

nn(m_digit,[X],Y,[0,1,2,3,4,5,6,7,8,9]) :: digit(X,Y).

addition(X,Y,Z) :- digit(X,X2), digit(Y,Y2),digit(Z,Z2), Z2 is X2+Y2.
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Neural Annotated Disjunctions
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DeepProbLog Program for MNIST Addition

nn(m_digit,[X],Y,[0,1,2,3,4,5,6,7,8,9]) :: digit(X,Y).

addition(X,Y,Z) :- digit(X,X2), digit(Y,Y2),digit(Z,Z2), Z2 is X2+Y2.
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Neural Facts
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Summary of DeepProblog Syntax

• Problog + Neural Annotated Disjunctions + Neural Facts
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Inference of DeepProblog

• After grounding the neural parts: nothing special

• Run neural networks

• Run Problog
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Learning of DeepProblog: Problem
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Assuming desired probability 𝑝 = 1, the problem reduces to



Learning of DeepProblog: Gradient Descent
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To minimize 𝐹 𝑥 :



Gradient Descent in Problog
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Algebraic Circuit
(Support Efficient Inference based on BDD) 



Gradient Descent in Problog
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Algebraic Prolog
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Algebraic Circuit
(Support Efficient Inference based on BDD) 



Gradient Descent in DeepProbLog
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Gradient Descent in DeepProbLog
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Gradient Descent in DeepProbLog
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Evaluation
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Baseline: CNN



Evaluation
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Baseline: CNN



Conclusion

• DeepProbLog = ProbLog + Neural Networks

• Inference: Trivial, neural networks outputs as input distributions

• Learning

• Chain rule

• Algebraic Prolog enables efficient gradient computation
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Scallop
Scallop: A Language for Neurosymbolic Programming. Proc. ACM 

Program. Lang. 7(PLDI): 1463-1487 (2023)
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Part of the slides are from 
Ziyang Li’s PKU talk

https://dblp.org/db/journals/pacmpl/pacmpl7.html
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Scallop’s Goal
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Differences from ProbLog

• Better engineered

• More efficient in training

• Overall more practical
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A Motivating Example
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A Motivating Example
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A Motivating Example
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A Motivating Example
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Integration with PyTorch
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Integration with PyTorch
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Integration with PyTorch
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Support for Probabilities
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Scallop’s Compiler Architecture
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Scallop’s Compiler Architecture
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Semantics and Provance Framework

• The formal semantics of  SCLRAM is parameterized by a provenance 
structure inspired by the theory of  Provenance Semirings [PODS’07]

• A Provenance Structure is an algebraic structure that specifies:

• Tag Space: the space of  additional information associated with each tuple

• Operations: how tags propagate during execution
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Semantics and Provance Framework
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Semantics and Provance Framework

Xin Zhang@PKU

43



Semantics and Provance Framework
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Built-in Library of Provenance Structures
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Built-in Library of Provenance Structures
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Diverse Learning Tasks in Scallop
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Diverse Learning Tasks in Scallop
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Diverse Learning Tasks in Scallop
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Diverse Learning Tasks in Scallop
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Performance: Scallop vs. Baselines
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Performance: Scallop vs. Baselines

Xin Zhang@PKU

52



Summary

• Probabilistic programming + neural nets = Symbolic reasoning + Neural 
reasoning

• Probabilities can serve as a connector

• Challenge in learning
• Algebraic method

• Provenance method
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