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Last Lecture: Neural-Symbolic Programing in PP

• Treating neural networks as part of  probabilistic programs’ inputs

• DeepProblog [Manhaeve et al., NeurIPS’18]

• Scallop [Li et al., PLDI’23]

• Key Challenge: End-to-end training
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This lecture

• Also some kind of  neuralsymbolic programming

• Neural part being large language models (LLMs)
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Today’s Way to Interact with LLMs

• Prompting with natural languages

• Problems

• Natural languages are ambiguous

• LLMs may not follow 
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LLM with Language Control

• Reduce ambiguity

• Enforce additional constraints
• Correctness

• Key ideas
• Use programming languages to interact with LLMs

• Force LLMs to output structured sentences
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LMQL
Luca Beurer-Kellner, Marc Fischer, Martin T. Vechev: Prompting Is 

Programming: A Query Language for Large Language Models. 
Proc. ACM Program. Lang. 7(PLDI): 1946-1969 (2023)
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Overview of LMQL

• Combining natural language prompts with SQL and python

• Allows strict controls on LLM outputs

• Enables building frontends for LLMs easily

• https://lmql.ai
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Showcases
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Showcases
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Showcases
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Showcases
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Background: LLMs
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Background: LLMs
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Background: LLMs
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Background: LLMs

• How to get the next words

• Greedy decoding: taking the word with the highest probability

• Sampling (next token)

• Full encoding: taking the sentence with the highest probability

• Beam search
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Background: Beam Search
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Background: Masked Decoding

• Rules out certain tokes at certain positions
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Challenge 1: Interaction
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Challenge 2: Constraints & Token Representation
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LMQL Solution
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LMQL Syntax
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The LMQL Runtime
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The LMQL Runtime
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The LMQL Runtime
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Validation and Constraint Decoding
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Follow Semantics: Look Ahead
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Follow and Final Semantics

Xin Zhang@PKU

30

From Luca Beurer-Kellner’s slides.



Evaluation

Xin Zhang@PKU

31
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Conclusion

• One of  the first works to use programming languages to control the 
interaction with LLMs

• Key idea is straightforward: Eagerly pruning outputs that do not satisfy 
the constraints

• More to see: https://lmql.ai/

Xin Zhang@PKU

32



Grammar-Constrained Decoding
(GCD)

Saibo Geng, Martin Josifoski, Maxime Peyrard, Robert West: Grammar-Constrained 
Decoding for Structured NLP Tasks without Finetuning. EMNLP 2023: 10932-10952

Kanghee Park, Jiayu Wang, Taylor Berg-Kirkpatrick, Nadia Polikarpova, Loris D'Antoni: 
Grammar-Aligned Decoding. NeurIPS 2024
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Motivation

• Previously we saw LMQL can enforce relatively simple constraints on the 
output

• To describe more structured outputs, we can use grammars!
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OpenAI Already Supports JSON Outputs
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A More Complex Example
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How to Implement GCD?

• Directly prompt LLMs?
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GPT 3.5
Martin Josifoski, Marija Sakota, Maxime 
Peyrard, Robert West: Exploiting Asymmetry 
for Synthetic Training Data Generation: SynthIE
and the Case of Information Extraction. EMNLP 
2023: 1555-1574



How to Implement GCD?

• Use in-context-learning?
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GPT 3.5
Martin Josifoski, Marija 
Sakota, Maxime Peyrard, 
Robert West: Exploiting 
Asymmetry for Synthetic 
Training Data Generation: 
SynthIE and the Case of 
Information Extraction. 
EMNLP 2023: 1555-1574



How to Implement GCD?

• Training?

• Finetuning is possible (De Cao et al. 2021 and Josifoskiet al. 2022)

• Training has a cost

• Needs data
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The GCD Framework in EMNLP 2023

• Using a parser to judge whether the sentence is correct

• Using in-context learning to boost success rate by LLMs
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The GCD Framework in EMNLP 2023
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GCD Supports a lot of NLP Tasks
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Experiment Results

Xin Zhang@PKU

43



Compared to LMQL

• Uses grammars rather than SQL constraints to limit the outputs

• Uses an incremental parser

• Can check partial sentence
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Problem with GCD: Probability Distortion
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Assuming the LLM has an equal probability to generate 0 and 1, what is P(11111)?



Problem with GCD: Probability Distortion
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Problem: Grammar-Aligned Decoding
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Kanghee Park, Jiayu Wang, Taylor Berg-Kirkpatrick, Nadia Polikarpova, Loris 
D'Antoni: Grammar-Aligned Decoding. NeurIPS 2024



Problem: Grammar-Aligned Decoding
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Kanghee Park, Jiayu Wang, Taylor Berg-Kirkpatrick, Nadia Polikarpova, Loris 
D'Antoni: Grammar-Aligned Decoding. NeurIPS 2024



Next-token Conditional with
Expected Future Grammaticality (EFG)
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Kanghee Park, Jiayu Wang, Taylor Berg-Kirkpatrick, Nadia Polikarpova, Loris 
D'Antoni: Grammar-Aligned Decoding. NeurIPS 2024

Intractable!



Next-token Conditional with
Expected Future Grammaticality (EFG)
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Kanghee Park, Jiayu Wang, Taylor Berg-Kirkpatrick, Nadia Polikarpova, Loris 
D'Antoni: Grammar-Aligned Decoding. NeurIPS 2024

Intractable!



Algorithm: Adaptive Sampling with
Approximate Expected Futures (ASAp)
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Kanghee Park, Jiayu Wang, Taylor Berg-Kirkpatrick, Nadia Polikarpova, Loris 
D'Antoni: Grammar-Aligned Decoding. NeurIPS 2024



Algorithm: Adaptive Sampling with
Approximate Expected Futures (ASAp)
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Kanghee Park, Jiayu Wang, Taylor Berg-Kirkpatrick, Nadia Polikarpova, Loris 
D'Antoni: Grammar-Aligned Decoding. NeurIPS 2024



Evaluations
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D'Antoni: Grammar-Aligned Decoding. NeurIPS 2024



Evaluations
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Evaluations
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Final Notes

• LLMs are becoming smarter, but it is unrealistic to trust it to generate 
fully-structured outputs without mistakes

• LLMs with language control is still an active and relatively undeveloped 
field.
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